An adaptive window mechanism for image smoothing
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Abstract

Image smoothing using adaptive windows whose shapes, sizes, and orientations vary with image structure is described. Window size is increased with decreasing gradient magnitude, and window shape and orientation are adjusted in such a way as to smooth most in the direction of least gradient. Rather than performing smoothing isotropically, smoothing is performed in preferred orientations to preserve region boundaries while reducing random noise within regions. Also, instead of performing smoothing uniformly, smoothing is performed more in homogeneous areas than in detailed areas. The proposed adaptive window mechanism is tested in the context of median, mean, and Gaussian filtering, and experimental results are presented using synthetic and real images and compared with a state-of-the-art method.
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1. Introduction

Many computer vision tasks require smoothing as a pre-processing operation to reduce image noise. Noise is a function of time and to reduce it smoothing is required in the temporal domain. However, because often only one image is available, smoothing is performed in the spatial domain. To calculate the smoothed value at a pixel, often pixel intensities in a square neighborhood centered at the pixel are averaged. This is despite the fact that image structure within a square window is usually non-symmetric. Even in so-called anisotropic smoothing square neighborhoods are used, though pixels within the window are given different weights. In this paper, the idea of adaptive windows in image smoothing is explored. Window shape, size, and orientation are adjusted to local image structure to smooth more along the region boundaries than across them.

An example of image smoothing is given in Fig. 1. Fig. 1a depicts one frame in a sequence of video frames of a static scene obtained by a stationary camera. The presence of random noise in the image is evident. By averaging 30 consecutive frames in the video, the image shown in Fig. 1b is obtained. This is smoothing in the temporal domain. Averaging or smoothing in the temporal domain reduces noise while preserving image structure. If we obtain the Fourier transforms of Figs. 1a and b, we see that the lower Fourier transform coefficients in both images are very similar. There are, however, considerable differences between higher Fourier transform coefficients in the two images as shown in Figs. 1c and d. It is important to note that some high spatial frequencies remain when performing smoothing in the temporal domain. Those high spatial frequencies represent sharp edges in Fig. 1b. Therefore, smoothing in the temporal domain preserves sharp edges. Isotropic smoothing in the spatial domain, on the other hand, eliminates high spatial frequencies that represent both noise and image structure. We would like to reduce high spatial frequencies that are due to noise but not due to image structure.

If we smooth Fig. 1a spatially with Gaussian filters of standard deviations 1 and 2 pixels, we obtain the images
shown in Figs. 2a and b, respectively. Image structure in Fig. 2a is preserved, but so is image noise. Noise has been considerably reduced in Fig. 2b, but critical image structure has also been lost. If we obtain the Fourier transforms of images 2a and 2b, we see that spatial smoothing eliminates critical high spatial frequencies that represent image structure. The Fourier transform coefficients in Fig. 2d no longer resemble those in Fig. 1d.

To preserve high spatial frequencies from image structure while reducing random noise, instead of using uniform and isotropic smoothing, non-uniform and anisotropic smoothing is performed. To achieve this, the square window traditionally used is replaced with a rectangular window whose dimensions and orientation vary with local image structure. The proposed adaptive window mechanism will contain more pixels along edges than across them. An image smoothed with the proposed window mechanism will retain its structure while smoothing random noise.

An example of image smoothing by the proposed method is given in Fig. 3. Figs. 3a and b show Fig. 1a after being smoothed with the proposed adaptive window mechanism. The Log Fourier transform magnitudes of the smoothed images are shown in Figs. 3c and d. The presence of large high spatial frequency coefficients in the transformed images is evidence that some high spatial frequencies are retained after adaptive smoothing. These high spatial frequencies represent structural details preserved after smoothing. When comparing the Fourier transform coefficients of the image after temporal smoothing with that after adaptive smoothing, we observe similarity between the two.

In the remainder of this paper, first, related work in adaptive smoothing is reviewed. Then, the proposed adap-
tive window mechanism is described and implementation strategies are detailed. Next, experimental results on synthetic and real images are given and compared with a state-of-the-art method. Finally, concluding remarks are made. In this paper, smoothing and filtering are used as synonyms.

2. Related work

Various adaptive image smoothing methods have been developed throughout years with early reviews provided by Graham [23], Nagao and Matsuyama [40], and Chin and Yeh [12]. Some adaptive smoothing methods are based on prior statistics or knowledge of the image to be smoothed. Lin et al. [34], Salemier [51], and Yin et al. [64] achieve adaptation by comparing the filter output with a reference image and minimizing the difference between the two. These methods assume that a representative sample of the image to be smoothed is available. Frost et al. [18], Lin and Wilson [35], and Restrepo and Bovik [47] collect image statistics and then determine the weights in a neighborhood for smoothing using the local statistics. Heuristics are used to collect the statistics. Roth and Black [48] describe a method for estimating image priors that capture the statistics of natural scenes and use the statistics in adaptive smoothing. A method described by Portilla et al. [45] decomposes an image into a large set of wavelets at different orientations and scales, modifies the wavelet coefficients based on their prior probabilities, and creates the smoothed image by the inverse wavelet transform.

A smoothing method that estimates and uses the probability density function from image data is known as mean-shift filtering and is based on the mean-shift pattern recognition technique of Fukunaga and Hostetler [19] and its application to mode detection in data [10]. Comaniciu and Meer [13] further develop and use the mean-shift idea in adaptive smoothing.

Another method, by Kang and Roh [29], also has its roots in pattern recognition. The method treats image smoothing as a Bayesian labeling problem with the solution obtained by finding the maximum a-posteriori probability of the true labeling. Markov Random Field (MRF) theory is used to encode contextual image constraints into the prior probabilities. A parameter modification algorithm is introduced that can enhance the performance of the piecewise smooth model for color images in a discontinuity adaptive MRF modeling. Incorporation of edge information into the MRF modeling is meant to preserve object boundaries while smoothing random noise.

Energy-minimizing and optimization approaches to adaptive smoothing also exist in the literature. In an energy-minimizing model, Kervrann [30,31] keeps the window shape square but allows the window size to vary. At each pixel, a regression function is estimated by iteratively growing the window size and adaptively weighting the image intensities until a minimum is reached in an energy function that is defined in terms of bias and variance [20]. Mumford and Shah [38], Rudin et al. [49], and Chan et al. [9] describe other optimization-based smoothing methods.

Edge-preserving smoothing can be achieved via anisotropic diffusion also. By setting conduction coefficients within regions to 1 and conduction coefficients on the boundary between regions to 0, a diffusion process can be created that smooths region interiors independently and without interaction with neighboring regions. However, since boundary between regions is usually not known, instead of setting the conduction coefficients to 0 and 1, Perona and Malik [42] suggested setting the conduction coefficient at a pixel to a function of the intensity gradient magnitude at the pixel, thereby creating a process that smooths more in low-gradient neighborhoods than in high-gradient neighborhoods.

Diffusion processes achieve smoothing by solving partial differential equations (PDEs) iteratively. You et al. [65] show that anisotropic diffusion is the steepest descent method for solving a minimization problem. Weickert [60] describes various PDE-based iterative techniques for image smoothing and enhancement. Iterative methods are inherently unstable and their performances depend on the computational architecture used. Some drawbacks and limitations of the method of Perona and Malik have been noticed. The ill-posedness of the diffusion equation is shown by Catté et al. [8], while Whitaker and Pizer [61] notice a staircase effect of the process when the conductance parameter is not properly set. Li and Chen [33] propose varying and adapting the conductance parameter rather than keeping it fixed. Chen [11] provides a novel implementation of the nonlinear anisotropic fusion of Perona and Malik by introducing a contextual discontinuity measure. Alvarez et al. [1] and Aubert and Vese [3] introduce well-posed solutions to anisotropic smoothing, overcoming some of the difficulties of Perona and Malik’s method. Black et al. [6] show that anisotropic diffusion can be considered a robust estimator for a piecewise smooth image from a noisy one. They develop new anisotropic fusion equations that produce improved edge continuity compared to the equations developed by Perona and Malik. Also related to diffusion smoothing are the coupled anisotropic diffusion of Tschumperlé and Deriche [58] and the method of Ashino et al. [2], which works in the Fourier domain. Gerig et al. [21] demonstrate the application of anisotropic diffusion in smoothing 2D and 3D spin-echo and gradient echo magnetic resonance (MR) images.

A number of methods have been developed that achieve adaptive smoothing by appropriately weighting the intensities within square windows. Boult et al. [7] introduce the “G-neighbors” idea where neighboring pixels that are similar enough to the center pixel are averaged to replace the value at the center pixel. Since only pixels adjacent to the center pixel are considered in averaging, iterations are needed to include larger neighborhoods in smoothing. Methods to find the weighted average of intensities within
sliding windows while changing the weights according to differential [22,59] and statistical [32] measures have been proposed as well.

Also in the category of smoothing by weighted averaging is the method of Overton and Weymouth [41], which multiplies geometric and photometric terms with rational weights. The weights are functions of the intensity and geometric distances between the center pixel and the neighboring pixels. This method works well on images containing impulse noise, but it may not do particularly well when white noise is present as no particular intensity may be dominant in a neighborhood. Tomasi and Manduchi [57] follow the same idea but use Gaussians rather than rational weights and call the method bilateral filtering. Theoretical foundations of bilateral filtering are provided by Elad [15], showing that bilateral filtering can be interpreted as a Bayesian approach and as a single iteration of some well-known iterative algorithms. Use of bilateral filtering in edge detection in a spiral representation is explored by Hu et al. [26], where edge maps of an image and its successively smoothed versions are used to produce the final edge image. Pham and van Vliet [43] provided a separable fast implementation of bilateral filtering and Durand and Dorsey [14] proposed a piecewise linear approximation to the process, achieving two orders of magnitude in speed.

Barash [4] and Barash and Comaniciu [5] compared and related nonlinear diffusion, bilateral filtering, and mean-shift filtering. By extending neighborhoods, nonlinear diffusion in adaptive smoothing is achieved. The extended nonlinear diffusion process is converted to bilateral filtering using a choice of weights that depends on their relative positions. Bilateral filtering is also related to mean-shift filtering in edge-preserving smoothing when using the local modes in the joint spatial-range domain. The main difference between bilateral filtering and mean-shift filtering is considered to be in the way local image information is used.

A class of smoothing methods that preserves image edges is based on surface estimation. Sinha and Schunck [53] described a discontinuity-preserving surface estimation that first cleans the data and then fits a discontinuity-preserving spline surface to the data. Terzopoulos [56] describes a multi-resolution iterative algorithm for surface reconstruction involving discontinuities. Qiu [46] estimates jump surfaces by local piecewise linear smoothing. Gijbels et al. [22] uses a similar method but adapts the neighborhoods based on image gradients. Other discontinuity-preserving smoothing methods that are based on surface estimation are described by Stevenson and Delp [55], Spokoiny [54], and Yi and Chelberg [63].

Also related to surface fitting is the method of Meer et al. [37], which uses the facet model of Haralick and Watson [25]. This method finds all windows of a given size (say 3 × 3) that share a pixel, and a polynomial is fitted to intensities in each window. The smoothed value of the pixel is then taken to be the value of the polynomial obtained from the window producing the smallest residual variance when evaluated at the pixel. Computations are performed at three resolutions using 3 × 3, 5 × 5, and 7 × 7 windows, and at each pixel, the window most closely estimating a constant patch is selected to represent the smoothed value at the pixel. Related to this idea is the work of Polzehl and Spokoiny [44], which considers an image a combination of homogeneous regions and treats image smoothing as a regression problem. It determines the form of the neighborhood around a pixel where the function can be closely approximated by a constant, thereby adapting smoothing to local image structure. Muneysu et al. [39] propose windows with varying weights determined via a fuzzy inference model that adapts to local image gradients. Less smoothing is applied to one side of a window than to other sides by appropriately assigning the weights, thereby preserving the edges while smoothing image noise.

A method that changes the window shape but not its orientation is described by Saint-Marc et al. [50]. This method decomposes a 2D Gaussian \(G(x,y)\) into two 1D Gaussians \(G(x)\) and \(G(y)\). The standard deviation of \(G(x)\) is then set inversely proportional to the gradient magnitude in the \(x\)-direction, and the standard deviation of \(G(y)\) is set inversely proportional to the gradient magnitude in the \(y\)-direction. As a result, a 2D Gaussian is allowed to stretch horizontally or vertically depending on the relative horizontal and vertical gradient magnitudes. This smoothing works well in images of scenes containing horizontal and vertical edges; however, the process does not perform particularly well at and near edges that are diagonal.

A method that has some similarity with the method proposed here is that described by Gürel [24]. This method considers anisotropic smoothing as the problem of estimating the direction of highest coherence at each pixel, from among eight discrete directions, and employing a 1D window that approximates a line segment in that direction. Another method that has some similarity with the method proposed here is introduced by Xu et al. [62], which achieves adaptive smoothing using a 3 × 9 window oriented in the direction of least variance, from among sixteen possible directions. Also of some similarity to our method is the method of Schulze and Wu [52], which calculates a coefficient of variation at each pixel and adjusts the filter size based on the obtained coefficients, smoothing areas with lower spatial variations more than areas with higher spatial variations.

### 3. Approach

To maintain image structure while reducing random noise, we propose the use of windows whose sizes, shapes, and orientations change with local image structure. This idea is depicted in Fig. 4. Instead of using square windows, we use rectangular windows whose dimensions and orientations adapt to local image details. Near a region boundary, the rectangular window becomes narrow and small and aligns with the boundary. In a homogeneous area, the window becomes square and large. An adaptive win-
and height \((dow)\) contains fewer pixels when it is in a detailed area than in a homogeneous area, and the pixels used in smoothing lie more along region boundaries than across them.

When median or mean filtering is needed, the width \((W)\) and height \((H)\) of the window are related to the minimum and maximum gradient magnitudes at a pixel by

\[
W = a/(g_n + 1), \quad (1)
\]
\[
H = a/(g_m + 1), \quad (2)
\]

where \(g_n\) and \(g_m\) are the minimum and the maximum gradient magnitudes at the pixel. The addition of 1 in the denominator is to avoid division by zero. Parameter \(a\) is the proportionality term. When \(g_n = g_m = 0\), \(a\) can be considered the length of the side of the square window needed to smooth homogeneous areas in an image. It is obvious that a larger \(a\) should be selected for a noisier image than for a less noisy image.

Near an object boundary, although gradient magnitude in the direction normal to the boundary may be high, gradient magnitude in the direction along the boundary will be low, producing a window whose long side aligns with the boundary and whose short side becomes normal to the boundary. As the window gets closer to the boundary, it gets narrower and smaller. This mechanism prevents information on the two sides of the boundary from merging and, consequently, keeps the object boundaries sharp.

When Gaussian filtering is needed, knowing that a 2D Gaussian can be decomposed into two 1D Gaussians,

\[
G(x, y) = G(x) \times G(y), \quad (3)
\]

we let the standard deviations of the 1D Gaussians at a pixel be inversely proportional to the minimum and maximum gradient magnitudes at the pixel. If \(\sigma_x\) and \(\sigma_y\) represent the standard deviations of \(G(x)\) and \(G(y)\), respectively, we let

\[
\sigma_x = a/(2(g_n + 1)), \quad (4)
\]
\[
\sigma_y = a/(2(g_m + 1)), \quad (5)
\]

and will orient the 1D Gaussians in such a way that the wider Gaussian will be in the direction of minimum gradient and the narrower Gaussian will be in the direction of maximum gradient. Eqs. (4) and (5) relate parameters of an anisotropic 2D Gaussian to local image gradients. The Gaussian gets smaller as local gradient increases, and it gets narrower near an edge since gradient magnitude across the edge is larger than gradient magnitude along the edge. The 2D Gaussian will be oriented in such a way that when decomposed, the wider of the two 1D Gaussians aligns with the direction of minimum gradient and the narrower 1D Gaussian aligns with the direction of maximum gradient. The global parameter \(a\), which is controlled by the user or an external process, scales the automatically determined parameters \(\sigma_x\) and \(\sigma_y\). Parameter \(a\) allows the user to increase or decrease the amount of smoothing. There may be a need to increase global smoothing due to the presence of a high level of noise in an image, or reduce smoothing globally if the image is known to contain very little noise.

Next, the implementation details of the proposed window mechanism are provided.

### 4. Implementation

If the direction of maximum gradient at a pixel with coordinates \((x_i, y)\) is \(\theta\) and the direction normal to it is \(x_i\), and if window dimensions at the pixel calculated by (1) and (2) are \(W\) and \(H\), we center a rectangular window at the origin with its width in the \(X\) direction and its height in the \(Y\) direction. Next, we rotate the window by \(x_i\), translate it by \((x_i, y)\), multiply its entries with corresponding image intensities, and save the result at \((x_i, y)\) in the smoothed image. This process is graphically depicted in Fig. 5.

In Fig. 5, assuming coordinates of points in the rightmost coordinate system are denoted by \((x, y)\) and coordinates of points in the leftmost coordinate system are denoted by \((X, Y)\), the relation between points in the two coordinate systems can be written as

\[
x = X \cos(x_i) - Y \sin(x_i) + x_i, \quad (6)
\]
\[
y = X \sin(x_i) + Y \cos(x_i) + y_i. \quad (7)
\]

Eqs. (6) and (7) make it possible to determine, for each entry \((X, Y)\) in the window, the corresponding pixel in the image. Corresponding image and window values are multiplied and added together to obtain the smoothed image intensity. Although \((X, Y)\) are integers, \((x, y)\) will be floating point numbers. To determine the correspondence between image pixels and window entries, either \((x, y)\) are rounded or image intensity at \((x, y)\) is computed from the bilinear interpolation of intensities of the four pixels surrounding \((x, y)\).

In median filtering, all that is needed is to determine pixels in the image that belong to the four corners of the window and find the median of pixels on and inside the rectangular window defined by the four corners. In mean filtering, the average of pixels on and inside the window...
is computed. Therefore, in both median and mean filtering, there is no need to actually find the correspondence between image pixels and window entries. It is sufficient to locate window corners in the image and use pixels on or inside the window defined by the four corners to perform the smoothing. This is limited to windows whose entries are treated similarly though. In Gaussian smoothing, since weights in a window vary with their distances to the window center, correspondence between window entries and image pixels as defined by Eqs. (6) and (7) need to be determined.

In adaptive Gaussian smoothing, window coordinates and image coordinates are related by,

\[ X = (x - x_i) \cos(z_i) + (y - y_i) \sin(z_i), \]
\[ Y = -(x - x_i) \sin(z_i) + (y - y_i) \cos(z_i). \]

A 2D Gaussian can be written by a combination of two 1D Gaussians:

\[ G(X, Y) = \exp \left\{ -\frac{X^2}{2\sigma_x^2} \right\} \exp \left\{ -\frac{Y^2}{2\sigma_y^2} \right\}. \]

Since a Gaussian extends from \(-\infty\) to \(\infty\), to compute the smoothed value at \((x_i, y_i)\), for each pixel \((x, y)\) in the image, the corresponding window entry \((X, Y)\) is determined from (8) and (9). Coordinates \((X, Y)\) correspond to coordinates \((x, y)\) after being transformed such that \((x_i, y_i)\) lies at the origin and the \(x\)-axis aligns with the direction of least gradient. Intensity at \((x, y)\) is then multiplied with the Gaussian weight at \((X, Y)\). The process is repeated for all pixels \((x, y)\) in the image and the results are added to obtain the smoothed value at \((x_i, y_i)\). Therefore, we can either multiply the Gaussian defined by (10) with the transformed image according to (8) and (9) or transform the Gaussian according to (6) and (7) and then multiply its values with corresponding image values. Theoretically, this has to be repeated for every pixel in the image.

In practice, however, Gaussians approach zero exponentially and considering the digital nature of images, it is sufficient to let a window’s width and height be equal to \(6\sigma_x\) and \(6\sigma_y\), respectively. Use of larger windows will not affect 99% of the smoothed values due to the digital nature of the image intensities, and the 1% of the intensities that change will change very little. Using Eqs. (4) and (5), we relate the window dimensions for adaptive Gaussian smoothing to image gradients and parameter \(a\) by

\[ W = 6\sigma_x = 3a/(g_y + 1), \]
\[ H = 6\sigma_y = 3a/(g_x + 1). \]

\(W\) and \(H\) are integers after rounding the right-hand sides of (11) and (12). In case either \(W\) or \(H\) evaluates to an even number, the odd number closest to it is selected instead. This is done to make the windows symmetric with respect to their axes and avoid favoring one side of the window against its opposite side.

In the computation of adaptive Gaussian smoothing, horizontal window entries centered at the origin as shown by the leftmost coordinate system in Fig. 5 are mapped to the image coordinates according to (6) and (7), and smoothing is performed by multiplying filter values with image intensities and adding the results. To speed up the computations, the Gaussians can be precalculated and saved and reused as needed. Since windows have discrete dimensions, only a small number of such windows need to be precalculated and saved.

Isotropic and uniform Gaussian smoothing is very efficient because a 2D Gaussian can be decomposed into two 1D Gaussians and smoothing can be achieved using the same 1D Gaussian horizontally and vertically. In adaptive smoothing, not only the size of the 1D Gaussian varies across an image, the orientation of the Gaussian varies. This requires reorienting a Gaussian using formulas (6) and (7) before multiplying its entries with corresponding image entries. The cost to pay for this improvement in smoothing is this additional computation time, which slows down the process by a factor of 2–3 compared to isotropic smoothing.

5. Results

In order to determine the behavior of the proposed adaptive smoothing, experiments were carried out using synthetic and real images. Fig. 6a shows a synthetically
generated image containing four homogenous regions with intensities 50, 100, 150, and 200. Fig. 6b shows a synthetic image with intensities of the background and the three circular regions equal to 250, 150, 100, and 0. There is a small square (2 × 2 pixels) at the center of the smallest circle with intensity 127. Zero-mean uniformly distributed noise was added to the images and the noise-corrupted images were smoothed by the proposed adaptive smoothing in the context of median, mean, and Gaussian smoothing. The root-mean-squared (RMS) differences between an original image and its smoothed versions under different magnitudes of noise were calculated and tabulated.

In a homogeneous area, we want window dimensions in both adaptive smoothing and isotropic smoothing be the same. Assuming a square window of side \(a\) pixels is used in isotropic smoothing, the same window size is obtained in adaptive smoothing when maximum and minimum gradients are both zero. In adaptive median and mean filtering, \(a \times a\) will represent the largest window size used when smoothing in homogeneous areas. In adaptive Gaussian filtering, the largest window size will be \(3a \times 3a\) pixels according to formulas (11) and (12). Windows used in Gaussian smoothing are larger than those used in median and mean filtering to allow the Gaussians become sufficiently small at window borders.

### 5.1. Median filtering

Median filtering is effective when an image contains impulse noise. To add impulse noise to an image, zero-mean uniformly distributed numbers in the range \([-50, 50]\) were generated and added to the intensities of 10% of randomly selected pixels in Figs. 6a and b to obtain Figs. 7a and c. Figs. 7b and d show images obtained after adding similar noise to 20% of randomly selected pixels in the images.

To determine the minimum and maximum gradient magnitudes at a pixel, an image is first convolved with a Gaussian to reduce the effect of noise. If some information about the noise level in an image is available, that information should be used to select the standard deviation of the Gaussian smoother. For the test images used in this section, the standard deviation of the Gaussian smoother was set either to 1 or 1.5 pixels depending on parameter \(a\). If \(a > 7\) pixels in Eqs. (1) and (2), the standard deviation of the Gaussian smoother was set to 1.5; otherwise, it was set to 1 pixel. Note that this smoothing is performed only to calculate the gradient magnitude and direction at a pixel to adjust the size and orientation of the smoothing window. Therefore, once the size and orientation of a window are selected, smoothing is performed on the original image and not on its smoothed version.

When smoothing in homogeneous areas in an image, windows used in adaptive smoothing become large and square. Near an edge, although gradient magnitude in the direction normal to the edge may be high, gradient magnitude in the direction parallel to the edge will be low, producing windows that are wide in the direction along the edge but narrow in the direction normal to the edge.

After finding the window dimensions from minimum and maximum image gradients at a pixel using formulas (1) and (2), the median of pixels in the window is found and saved at the location of the window center in the smoothed image. This is repeated for each pixel in an image and the root-mean-squared (RMS) difference between the original noise-free image and the smoothed noisy version of the image is determined. This is repeated for various values of parameter \(a\) and the RMS differences are tabulated in Table 1.

An ideal adaptive smoother should not change image structure if noise is not present in the image. The proposed adaptive smoother provides this property relatively well as evidenced by the results in Table 1 for Figs. 6a and b.
When parameter $a$ becomes very large, it starts to smooth very small image structures and errors start to emerge in Fig. 6b. However, for parameter $a$ up to 15 pixels, the errors produced by adaptive smoothing are either immeasurable or very small.

Errors are larger for Fig. 7c than for Fig. 7d because Fig. 6b contains curved boundaries, and very large rectangular windows cannot align well with curved boundaries. We can also see that error increases with an increase in noise level. In addition, it is observed that there is an optimal $a$, which depends primarily on image structure and secondarily on noise level. The bold numbers in Table 1 identify the optimal $a$ for images 7c and 7d.

5.2. Mean filtering

In mean filtering, windows similar to those used in median filtering are used, but instead of finding the median of the values, the mean of the values is computed. In this experiment, images shown in Figs. 6a and b were again used. This time, however, uniformly distributed numbers in the range $[-20, 20]$ were generated and added to all pixel intensities in Fig. 6a to obtain Fig. 9a. Fig. 9b shows the same but using random numbers in the range $[-50, 50]$. This was repeated for Fig. 6b to obtain Figs. 9c and d.

![Fig. 8. (a)–(c) Figs. 6a and 7a and b after median filtering using adaptive windows with $a = 21$ pixels. (d)–(f) Figs. 6b and 7c and d after median filtering using adaptive windows with $a = 21$ pixels.](image-url)
Performing adaptive mean filtering on the noise-corrupted images shown in Fig. 9, the errors shown in Table 2 were obtained. Errors in mean filtering are larger than those in median filtering. Optimal window size found in mean filtering is slightly larger than that in median filtering. This can be attributed to the fact that only 10% or 20% of pixels in median filtering were corrupted by noise, while all pixels in mean filtering were corrupted by noise. The optimal window sizes for mean and median filtering are close, however. This confirms that optimal parameter $a$ depends primarily on image structure and secondarily on image noise.

Adaptive mean filtering also hardly changes an image’s structure when the image is not noisy. Some errors are obtained when windows become exceedingly large, as very large windows cannot lie well along curved boundaries. Mean filtering results for $a = 21$ pixels are shown in Fig. 10. Due to the very narrow (less than 1 pixel) height of windows in the direction of maximum gradient, pixels at region boundaries are not smoothed.

### 5.3. Gaussian filtering

Letting $W = 3a/(g_n + 1)$, $H = 3a/(g_m + 1)$, $\sigma_x = W/6$, and $\sigma_y = H/6$ according to formulas (11) and (12), filling a window’s entries with Gaussian weights according to (3), orienting the window in the direction of least gradient at a pixel, multiplying corresponding window and image values, and adding them, the smoothed value at the pixel is obtained. Repeating this calculation at each pixel in the test images, the results shown in Table 3 are obtained.

Again, the smoothing effect on a noise-free image has been minimal and visually indistinguishable from the original image with small values of $a$. For larger values of $a$, the smoothing effect starts to appear in the image containing the circular regions due to the presence of curved boundaries. The table again confirms that optimal $a$ is influenced more by image structure than by image noise. For Fig. 6a and its noisy versions, the same optimal $a$ is obtained independent of the magnitude of noise, and for Fig. 6b, as noise is increased, the optimal $a$ increases only slightly.

Results of Gaussian smoothing using adaptive windows with $a = 21$ pixels are shown in Fig. 11. The proposed adaptive smoothing has been able to reduce noise considerably without changing image structure significantly.

### 5.4. Gaussian smoothing using real images

Figs. 12–14 demonstrate the quality of adaptive Gaussian smoothing when applied to real images. Since the original images 12a and 13a contained very little noise, zero-mean uniformly distributed noise in the range $[-20, 20]$ was generated and added to the images to obtain the images shown. Using adaptive Gaussians with $\sigma_x = a/2(g_n + 1)$ and $\sigma_y = a/2(g_m + 1)$, and letting $a = 6$ pixels, the results depicted in Figs. 12b and 13b were obtained. The proposed adaptive smoothing has been able to reduce the noise significantly without blurring the edges.

Examples of images that already contain noise are given in Figs. 14 and 15. Fig. 14a shows a synthetic aperture radar (SAR) image. After adaptive Gaussian filtering with $a = 3$ pixels, the result shown in Fig. 14b was obtained. Noise has been considerably reduced while preserving very significant details.

### Table 2

The RMS difference between ideal images 6a and 6b and noisy images 9a–9d after adaptive mean filtering using rectangular windows of dimensions inversely proportional to the maximum and minimum gradient magnitudes.

<table>
<thead>
<tr>
<th>Noisy image</th>
<th>$a = 3$</th>
<th>$a = 5$</th>
<th>$a = 7$</th>
<th>$a = 9$</th>
<th>$a = 11$</th>
<th>$a = 15$</th>
<th>$a = 21$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 6a</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.22</td>
<td>0.22</td>
<td>0.89</td>
<td>0.92</td>
</tr>
<tr>
<td>Fig. 6b</td>
<td>5.65</td>
<td>5.59</td>
<td>5.59</td>
<td>5.55</td>
<td>5.51</td>
<td>3.83</td>
<td>4.00</td>
</tr>
<tr>
<td>Fig. 9a</td>
<td>12.82</td>
<td>9.87</td>
<td>8.95</td>
<td>8.75</td>
<td>6.43</td>
<td>6.38</td>
<td>6.36</td>
</tr>
<tr>
<td>Fig. 9b</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.08</td>
<td>2.31</td>
<td>2.95</td>
<td>3.60</td>
</tr>
<tr>
<td>Fig. 9c</td>
<td>6.33</td>
<td>6.29</td>
<td>5.43</td>
<td>5.39</td>
<td>5.78</td>
<td>5.58</td>
<td>6.15</td>
</tr>
<tr>
<td>Fig. 9d</td>
<td>14.81</td>
<td>12.92</td>
<td>12.21</td>
<td>11.21</td>
<td>11.18</td>
<td>10.88</td>
<td>11.09</td>
</tr>
</tbody>
</table>

The bold numbers indicate optimal $a$ in smoothing for different images.
narrow road structures. To preserve the small details, a very small parameter $a$ is used. Larger parameter values would smooth the very narrow road structures in the image.

Fig. 15a shows a cardiac angiogram. Smoothing the image by adaptive Gaussian filtering with $a = 6$ pixels, the image shown in Fig. 15b is obtained. The structure of blood vessels has been preserved while reducing random noise throughout the image.

5.5. Comparison with a state-of-the-art method

To determine the performance of the proposed adaptive smoothing with respect to state-of-the-art methods, our method was compared with the optimization method of Kervrann [30,31]. Extensive results in [31] show that Kervrann’s method produces close to or better results than several state-of-the-art methods reported earlier. These methods include the total variation minimizing of Rudin et al. [49], the bilateral filtering of Tomasi and Manduchi [57], the anisotropic diffusion of Perona and Malik [42], the adaptive weights smoothing of Polzehl and Spokoiny [44], and Wiener filtering [27].

Comparison of the proposed adaptive smoothing with the optimization method of Kervrann on different images and under different noise levels reveals that for very detailed images where signal-to-noise ratio is high, the method of Kervrann restores image structures better than the proposed method, but when signal-to-noise ratio is low and the scene is not highly textured, the proposed method restores image structures better than the method of Kervrann.

Examples comparing smoothing results by the proposed and Kervrann methods on the Lena image are given in Fig. 16. Zero-mean Gaussian noise of standard deviations 10, 20, and 50 were added to the Lena image as shown in Figs. 16b–d. Smoothing results by the method of Kervrann are shown in Figs. 16e–g. Results obtained by the proposed method with $a = 6$ pixels are shown in Figs. 16h–j. Comparing the images visually, we see that in very detailed

![Image](image-url)
image areas such as the hair and the cap details, the method of Kervrann restores image structures better, while the proposed method restores larger image structures such as the shoulder, face, and hat boundaries better.

Quantitatively, the RMS difference between the original Lena image and the smoothed noisy images of Lena by the proposed and Kervrann methods are included in Table 4. For small amounts of noise, the method of Kervrann produces a smaller RMS error than the proposed method. However, as the noise level is increased, the proposed method produces a smaller RMS error than the method of Kervrann. Parameter $a = 6$ pixels appeared the best when smoothing the noisy Lena images. A smaller parameter $a$ would retain image noise while a larger $a$ would smooth critical image structure.

6. Discussion and conclusions

A camera focusing on an object creates an image that appears sharp in the object area and blurred in areas representing objects in front of or behind the focus plane. This blurring normally increases as the distance of an object to the focus plane increases. In blurred areas in an image, noise is of particular concern because intensities vary slowly and noise can produce false edges. In sharp areas, intensity variation from image structure is high and the effect of noise will not be as high. Therefore, a larger neighborhood is needed to smooth a blurred area compared to a sharp area in an image. The adaptive window mechanism introduced in this paper automatically adjusts the window size to local image details.
The proposed window mechanism smoothes an image more in the direction of least gradient than in other directions. This selective smoothing preserves image structure while reducing random noise. Because details in an image can vary from neighborhood to neighborhood, to reduce noise in an image it is required to use windows that adapt to local image details. The proposed window mechanism adapts the size, shape, and orientation of a rectangular window to local image details. Window dimensions at a pixel are calculated using the minimum and maximum gradient magnitudes at the pixel, and window orientation is selected so that its long side aligns with the direction of minimum gradient. In this manner, region boundaries are preserved while smoothing region interiors.

In addition to automatically adjusting the window size based on local image information, the method provides a
global parameter $a$ that the user can control to increase or decrease the automatically determined smoothing. For instance, if noise level in an image is known to be high, a proportionately higher $a$ can be selected.

In this paper, window size was determined using image gradients. Alternatively, window size can be selected using local scale in an image. To estimate local scale, Jeong and Kim [28] used a number of ad hoc criteria to formulate an energy function that would satisfy the criteria. Then by iteratively minimizing the energy function, the optimal local scale in an image is found. Lindeberg [36] used normalized images where coordinates of pixels were multiplied by their (unknown) local scales. A local scale was then determined while locally maximizing the gradients. Elder and Zucker [16] considered the scale at a pixel to be the smallest scale where the gradient exceeded a critical value. Fdez-Valdivia et al. [17] suggested measuring spatial information using multiple detectors, each sensitive to a range of frequencies. They assumed that scale depends on the response of only relevant detectors and measured relative sharpness of a sensor’s response across scales using a bank of Gabor filters. They defined the natural scale in a local neighborhood as the scale that locally maximized a sharpness measure. In the presence of noise, as with our method, these methods may not produce reliable local scales because noise influences the image intensities that these methods use to determine local scales.

Experimental results on synthetic and real images show that the proposed adaptive smoothing can compete with state-of-the-art methods in the literature. A comparison with the optimization-based method of Kervrann [30,31] shows that although under low levels of noise the proposed method may not do as well as the method of Kervrann, under moderate to high levels of noise, the proposed method preserves image structure better than the method of Kervrann, which was found to produce close to or better results than state-of-the-art methods before it.

The proposed method works best on images containing abundant straight and slowly bending edges. It does not do as well on highly textured images where sharply bending edges are abundant. This can be attributed to the rectangular nature of the windows. As the smoothness parameter $a$ is increased to smooth more noise, windows increase in

Table 4
RMS difference between the original Lena image and the smoothed noisy versions of the image by the Kervrann and proposed methods

<table>
<thead>
<tr>
<th>Noise level $\sigma$</th>
<th>Kervrann’s smoothing</th>
<th>Proposed smoothing</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4.8</td>
<td>5.2</td>
</tr>
<tr>
<td>20</td>
<td>5.9</td>
<td>6.0</td>
</tr>
<tr>
<td>50</td>
<td>9.4</td>
<td>7.3</td>
</tr>
</tbody>
</table>

Fig. 16. (a) The Lena test image. (b)-(d) Zero-mean Gaussian noise of standard deviations 10, 20, and 50, respectively, added to the Lena image. (e)-(g) Smoothing of noise-corrupted Lena images by the adaptive smoothing of Kervrann [30,31]. (h)-(j) The smoothing results obtained by the proposed method.
size, including pixels from adjacent regions when the regions are narrow and highly curved. For images containing narrow and curved regions, parameter $\alpha$ should be set sufficiently low to avoid inclusion of pixels in neighboring regions in the same window.

The adaptive window mechanism introduced in this paper may be used in conjunction with other window-based adaptive smoothing methods. Weighted averaging methods that use square windows [7,22,32,41,57,59] can be revised to use rectangular windows that are oriented in the direction of least gradient without changing anything else. If done so, it is believed that image structure will be preserved better than the methods when using square windows because, properly oriented rectangular windows can select pixels on one side of an edge in smoothing compared to square windows that have to use pixels on both sides of an edge even though the pixels are properly weighted. The process that associates weights to pixels in a square window can be made to associate weights to rectangular windows.

The adaptive smoothing method described in this paper is a few times slower than isotropic smoothing. Implementation of the proposed method is very simple. The computations involve only the incorporation of the mapping defined by formulas (6) and (7) into the isotropic smoothing process.
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