ABSTRACT

Greedy algorithms are practitioners’ best friends—they are intuitive, simple to implement, and often lead to very good solutions. However, implementing greedy algorithms in a distributed setting is challenging since the greedy choice is inherently sequential, and it is not clear how to take advantage of the extra processing power.

Our main result is a powerful sampling technique that aids in parallelization of sequential algorithms. We then show how to use this primitive to adapt a broad class of greedy algorithms to the MapReduce paradigm; this class includes maximum cover and submodular maximization subject to $p$-system constraints. Our method yields efficient algorithms that run in a logarithmic number of rounds, while obtaining solutions that are arbitrarily close to those produced by the standard sequential greedy algorithm. We begin with algorithms for modular maximization subject to a matroid constraint, and then extend this approach to obtain approximation algorithms for submodular maximization subject to knapsack or $p$-system constraints. Finally, we empirically validate our algorithms, and show that they achieve the same quality of the solution as standard greedy algorithms but run in a substantially fewer number of rounds.
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1. INTRODUCTION

Greedy algorithms have been very successful in practice. For a wide range of applications they provide good solutions, are computationally efficient, and are easy to implement. A typical greedy algorithm repeatedly chooses an action that maximizes the objective given the previous decisions that it has made. A common application of greedy algorithms is for (sub)modular maximization problems, such as the MAXCOVER problem. For this rich class of problems, greedy algorithms are a panacea, giving near-optimal solutions.

Submodular maximization. Submodular maximization has received a significant amount of attention in optimization; see [8] and [38] for pointers to relevant work. Examples of its numerous applications include model-driven optimization [21], skyline representation [36], search result diversification [1, 9], string transformations [2], social networks analysis [11, 12, 23, 28, 31], the generalized assignment problem [8], and auction theory [3]. In submodular maximization, we are given a submodular function $f$ and a universe $U$, with the goal of selecting a subset $S \subseteq U$ such that $f(S)$ is maximized. Typically, $S$ must satisfy additional feasibility constraints such as cardinality, knapsack, matroid, or $p$-systems constraints (see Section 2).

Maximizing a submodular function subject to these types of constraints generalizes many well-known problems such as the maximum spanning tree problem (modular maximization subject to a single matroid constraint), the maximum weighted matching problem in general graphs (modular maximization subject to a 2-system), and MAXCOVER (submodular maximization subject to a cardinality constraint). For this class of problems there is a natural greedy algorithm: iteratively add the best feasible element to the current solution. This simple algorithm turns out to be a panacea for submodular maximization. It is optimal for modular function maximization subject to one matroid constraint [17] and achieves a $(1/e)$-approximation for $p$ matroid constraints [26]. For the submodular coverage problem, it achieves a $(1 - 1/e)$-approximation for a single uniform matroid constraint [33], and a $(1/p + 1)$-approximation for $p$ matroid constraints [8, 20]; for these two cases, it is known that it is NP-hard to achieve an approximation factor better than $(1 - 1/e)$ and $(1 - \log p)$, respectively [19, 25].

The case of big data. Submodular maximization arises in data management, online advertising, software services, and online inventory control domains [7, 13, 14, 30, 35], where the data sizes are

In the MAXCOVER problem we are given a universe $U$ and a family of sets $S$. The goal is to find a set $S' \subseteq S$ of size $k$ that maximizes the total union, $\bigcup_{S \in S'} S$. 

routinely measured in tens of terabytes. For these problem sizes, the MapReduce paradigm [16] is standard for large-scale parallel computation. An instantiation of the BSP model [37] for parallel computing, a MapReduce computation begins with data randomly partitioned across a set of machines. The computation then proceeds in rounds, with communication between machines taking place only between successive rounds. A formal model of computation for this paradigm was described in [27]. It requires both the number of machines and the memory per machine to be sublinear in the size of the input, and looks to reduce the total number of rounds necessary.

The greedy algorithm for submodular maximization does not appear to be useful in this setting due to its inherently sequential nature. The greedy choice made at each step critically depends on the its previous actions, hence a naive MapReduce implementation would perform one action in each round, and gain little advantage due to parallelism. A natural question arises: is it possible to realize an efficient version of the greedy algorithm in a distributed setting? The challenge comes from the fact that to reduce the number of rounds, one is forced to add a large number of elements to the solution in every round, even though the function guiding the greedy selection can change dramatically with every selection. Moreover, the selection must be done in parallel, without any communication between the machines. An affirmative answer to this question would open up the possibility of using these algorithms for large-scale applications. In fact, the broader question looms: which greedy algorithms are amenable to MapReduce-style parallelization?

There have been some recent efforts to find efficient algorithms for submodular maximization problems in the parallel setting. For the MAXCOVER problem Chierichetti et al. [13] obtained a MapReduce algorithm that achieves a factor of $1 - 1/e - \epsilon$ by adapting an algorithm for parallel set cover of Berger et al. [6]; the latter was improved recently by Blelloch et al. [7]; Cormode et al. [14] also consider improving the running time of the natural greedy algorithm for large datasets in the sequential setting. For the densest subgraph problem, Bahmani et al. [4] obtained a streaming and MapReduce algorithm by adapting a greedy algorithm of Charikar [10]. Lattanzi et al. [30] considered the vertex cover and maximal matching problems in MapReduce. The recent work Ene et al. [18] adapted the well-known greedy algorithm for the $k$-center problem and the local search algorithm for the $k$-median problem to MapReduce. Beyond these, not much is known about maximizing general submodular functions under matroid/knapsack constraints—in particular the possibility of adapting the greedy algorithm—in the MapReduce model.

### 1.1 Main contributions

We show that a large class of greedy algorithms for non-negative submodular maximization with hereditary constraints can be efficiently realized in MapReduce. (We note that all of our results can be extended to the streaming setting, but defer the complete proofs to a full version of this paper.) We do this by defining an approximately greedy approach that selects a feasible element with benefit at least $1/(1 + \epsilon)$ of the maximum benefit. This $\epsilon$-greedy algorithm works almost as well as the standard algorithm for many important problems (Theorem 5), but gives the algorithm designer some flexibility in selecting which element to add to the solution.

We then show how to simulate the $\epsilon$-greedy algorithm in a distributed setting. If $\Delta$ is a bound on the maximum increase in the objective any element can offer and $k$ is the size of the optimal solution, then the MapReduce algorithm runs in $O(k \log \Delta)$ rounds when the memory per machine is $O(kn^\delta)$ for any $\delta > 0$. In fact, all of the algorithms we propose display a smooth tradeoff between the maximum memory per machine and the total number of rounds before the computation finishes. Specifically, when each machine has roughly $O(kn^\delta)$ memory, the computation takes $O(1/\epsilon)$ rounds. We present a summary of the results in Table 1. Recall that any simulation of PRAM algorithms requires $\Omega(\log n)$ rounds, we improve on this bound whenever the memory per machine is $\omega(k)$.

At the heart of the simulation lies the main technical contribution of this paper. We describe a sampling technique called SAMPLE&PRUNE that is quite powerful for the MapReduce model. The high level idea is to find a candidate solution to the problem on a sample of the input and then use this intermediate solution to repeatedly prune the elements that can no longer materially contribute to the solution. By repeating this step we can quickly home in on a nearly optimal (or in some cases optimal) solution. This filtering approach was used previously in [30] for the maximal matching problem, where it was argued that a matching on a sample of edges can be used to drop most of the edges from consideration. Here we abstract and extend the idea and apply to a large class of greedy algorithms. Unlike the maximal matching case, where it is trivial to decide when an element can be discarded (it is adjacent to an already selected edge), this task is far less obvious for other greedy algorithms such as for set cover. We believe that the technique is useful for scaling other algorithms in the MapReduce model and is one of the first rules of thumb for this setting.

### Improvements on previous work

While we study parallelizations of greedy algorithms and give the first results for general submodular function maximization, for some specific problems, we improve over previous MapReduce algorithms provided that the memory per machine is polynomial. In [13] an $O(\text{poly log}(n, \Delta))$-round $(1 - 1/e - \epsilon)$-approximate algorithm was given for the MAXCOVER problem. In this work, the approximate greedy algorithm reduces the number of rounds to $O(\log \Delta)$ and achieves the same approximation guarantees. Further, the algorithm for submodular maximization subject to 1-knapsack constraint implies an even faster constant-round algorithm that achieves a slightly worse approximation ratio of $1/2 - \epsilon$. For the maximum weighted matching problem previously a 1/8-approximate constant-round algorithm was known [30]. Knowing that maximum matching can be represented as a 2-system, our algorithm for $p$-systems implies a constant-round algorithm for the maximum matching problem that achieves an improved approximation of $\frac{\Delta}{\pi^2}$.

### Organization

We begin in Section 2 by introducing necessary definitions of the problems and the MapReduce model. In Section 3 we introduce the SAMPLE&PRUNE technique and bound its guarantees. Then we apply this technique to simulate a broad class of greedy algorithms in Section 4. In Section 5 we introduce an $O(1)$ round algorithm for maximizing a modular function subject to a matroid constraint. In Section 6 we consider maximizing a submodular function subject to knapsack or matroid constraints. We present an experimental evaluation of our algorithm in Section 8.

## 2. PRELIMINARIES

Let $U$ be a universe of $n = |U|$ elements, let $f : 2^U \rightarrow \mathbb{R}^+$ be a function, and let $\mathcal{I} \subseteq 2^U$ be a given family of feasible solutions. We are interested in solving the following optimization problem:

$$\max \{f(S) \mid S \in \mathcal{I}\}. \tag{1}$$

We will focus on the case when $f$ and $\mathcal{I}$ satisfy some nice structural properties. For simplicity, we use the notation $f_S(u)$ to denote the incremental value in $f$ of adding $u$ to $S$, i.e., $f_S(u) = f(S \cup \{u\}) - f(S)$.
Table 1: A summary of the results. Here, $n$ denotes the total number of elements and $\Delta$, the maximum change of the function under consideration. Our algorithms use $O(n/\mu)$ machines with $\mu$, the memory per machine, $\mu = O(kn^\delta \log n)$, where $k$ is the cardinality of the optimum solution.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Objective</th>
<th>Constraint</th>
<th>Approximation</th>
<th>Rounds</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modular</td>
<td>1-matroid</td>
<td>$O(1/\epsilon)$</td>
<td>$O(1/\epsilon)$</td>
<td>Section 5</td>
<td></td>
</tr>
<tr>
<td>Submodular</td>
<td>1-knapsack</td>
<td>$O(1/(\epsilon/2))$</td>
<td>$O(1/\epsilon)$</td>
<td>Section 4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$d$-knapsacks</td>
<td>$\Omega(1/d)$</td>
<td>$O(1/\epsilon)$</td>
<td>Section 6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$p$-system</td>
<td>$\frac{1}{p+1} (\frac{1}{\epsilon/2} - 1)$</td>
<td>$O(1/p + \log \Delta)$</td>
<td>Section 4</td>
<td></td>
</tr>
</tbody>
</table>

**Definition 1 (Modular and Submodular Functions).** A function $f : 2^U \to \mathbb{R}^+$ is said to be submodular if for every $S' \subseteq S \subseteq U$ and $u \in U \setminus S$, we have $f_S(u) \geq f_{S'}(u)$; it is said to be modular if $f_S(u) = f_S(u')$.

A function $f$ is said to be monotone if $S' \subseteq S \implies f(S) \geq f(S')$. A family $I$ is hereditary if it is downward closed, i.e., $A \in I \land B \subseteq A \implies B \in I$. The greedy simulation framework we introduce will only be restricted to submodular functions for a hereditary feasible family. We now define more specific types on constraints on the feasible family.

**Definition 2 (Matroid).** The pair $M = (U, I)$ is a matroid if $I$ is hereditary and satisfies the following augmentation property: $\forall A, B \in I, |A| < |B| \implies \exists u \in B \setminus A$ such that $A \cup \{u\} \in I$.

Given a matroid $(U, I)$, a set $A \subseteq U$ is called independent if and only if $A \in I$. Throughout the paper, we will often use the terms feasible and independent interchangeably, even for more general families $I$ of feasible solutions. The rank of a matroid is the number of elements in a maximal independent set.

We next recall the notion of $p$-systems, which is a generalization of intersection of $p$ matroids (e.g., see [8, 26, 29]). Given $U' \subseteq U$ and a hereditary family $I$, the maximal independent sets of $I$ contained in $U'$ are given by $B(U') = \{A \in I \mid A \subseteq U' \land \exists A' \in I, A \subseteq A' \subseteq U'\}$.

**Definition 3 (p-system).** The pair $P = (U, I)$ is a submodular function subject to $p$-system constraint; (ii) $1/1+1$-approximation for maximizing a submodular function subject to choosing at most $k$ elements; and (iii) $1/p+1$ $\Delta$-approximation for maximizing a submodular function subject to subject to a $p$-system.

The proof follows by definition and from the analysis of Calinescu et al. [8]. Finally, without loss of generality, we assume that for every $S \subseteq U$ and $u \in U$ such that $f_S(u) \neq 0$, we have $1 \leq f_S(u) \leq \Delta$, i.e., $\Delta$ represents the “spread” of the non-zero incremental values.

**Theorem 5.** The $\epsilon$-greedy algorithm achieves a: (i) $\frac{1}{1+\epsilon}$-approximation for maximizing a submodular function subject to a matroid constraint; (ii) $\frac{1}{1+\epsilon}$-approximation for maximizing a submodular function subject to choosing at most $k$ elements; and (iii) $\frac{1}{p+1}$ $\Delta$-approximation for maximizing a submodular (monotone) function subject to a $p$-system.

The proof follows by definition and from the analysis of Calinescu et al. [8]. Finally, without loss of generality, we assume that for every $S \subseteq U$ and $u \in U$ such that $f_S(u) \neq 0$, we have $1 \leq f_S(u) \leq \Delta$, i.e., $\Delta$ represents the “spread” of the non-zero incremental values.

**2.2 MapReduce**

We describe a high level overview of the MapReduce computational model; for more details see [16, 18, 27, 30]. In this setting all of the data is represented by $\langle\text{key}; \text{value}\rangle$ pairs. For each pair, the key can be seen as the logical address of the machine that contains the value, with pairs sharing the same key being stored on the same machine.

The computation itself proceeds in rounds, which each round consisting of a map, shuffle, and reduce phases. Semantically, the map and shuffle phases distribute the data, and the reduce phase performs the computation. In the map phase, the algorithm designer specifies the desired location of each value by potentially changing its key. The system then routes all of the values with the same key to the same machine in the shuffle phase. The algorithm designer specifies a reduce function that takes as input all $\langle\text{key}; \text{value}\rangle$ pairs with the same key and outputs either the final solution or a set of $\langle\text{key}; \text{value}\rangle$ pairs to be mapped in a subsequent MapReduce round.

Karloff et al. [27] introduced a formal model, designed to capture the real world restrictions of MapReduce as faithfully as possible. Specifically, their model insists that the total number of machines available for a computation of size $n$ is at most $n^{1-\epsilon}$, with each
machine having \( n^{1-\epsilon} \) amount of memory, for some constant \( \epsilon > 0 \).

The overall goal is to reduce the number of rounds necessary for the computation to complete. Later refinements on the model [18, 30, 34] allow for a specific tradeoff between the memory per machine and the total number of rounds.

The MapReduce model of computation is incomparable to the traditional PRAM model where an algorithm can use a polynomial number of processors that share an unlimited amount of memory. The authors of [27] have shown how to simulate \( T \)-step EREW PRAM algorithms in \( O(T) \) rounds of MapReduce. This result has subsequently been extended by [22] to CRCW algorithms with an additional overhead of \( \log_\mu M \), where \( \mu \) is the memory per machine and \( M \) is the aggregate memory used by the PRAM algorithm. We note that only a few special cases of the problems we consider have efficient PRAM algorithms and, the MapReduce simulation of these cases requires at least logarithmic factor larger running time than our algorithms.

3. **Sample&Prune**

In this section we describe a primitive that will be used in our algorithms to progressively reduce the size of the input. A similar filtering method was used in [30] for maximal matchings and in [18] for clustering. Our contribution is to abstract this method and significantly expand the scope of its applications.

At a high level, the idea is to identify a large subset of the data that can be safely discarded without changing the value of the optimum solution. As a concrete example, consider the MaxCover problem. We are given a universe of elements \( U \), and a family of subsets \( S \). Given an integer \( k \), the goal is to choose at most \( k \) subsets from \( S \) such that the largest number of elements are covered.

Say that the sets in \( U \) are \( S_1 = \{a, b, c\}, S_2 = \{a\}, S_3 = \{a, c\} \), and \( S_4 = \{b, d\} \). If \( S_1 \) has been selected as part of the solution, then both \( S_2 \) and \( S_3 \) are redundant and can be clearly removed thus reducing the problem size. We refer to \( S_1 \) above as a seed solution. We show for a large family of optimization functions that a seed solution computed on a sample of all of the elements can be used to reduce the problem size by a factor proportional to the size of the sample.

Formally, consider a universe \( U \) and a function \( G_k \) such that for \( A \subseteq U \), the function \( G_k(A) \) returns a subset of \( A \) of size at most \( k \) and \( G_k(A) \subseteq G_k(B) \), for \( A \subseteq B \). The algorithm **Sample&Prune** begins by running \( G_k \) on a sample of the data to obtain a seed solution \( S \). It then examines every element \( u \in U \) and removes it if it appears to be redundant under \( G_k \) given \( S \).

**Sample&Prune**

```text
1: \( X \leftarrow \) sample each point in \( U \) with probability \( \min \{1, \frac{\ell}{|\mathcal{P}|}\} \\
2: S \leftarrow G_k(X) \\
3: M_S \leftarrow \{u \in U \setminus S \mid u \in G_k(S \cup \{u\})\} \\
4: \text{return } (S, M_S)
```

The algorithm is sequential, but can be easily implemented in the MapReduce setting, since both lines (1) and (3) are trivially parallelizable. Further, the set \( X \) at line (2) has size at most \( O(\ell \log n) \) with high probability. Therefore, for any \( \ell > 0 \) the algorithm can be implemented in two rounds of MapReduce using \( O(\ell n/\mu) \) machines each with \( \mu = O(\ell \log n) \) memory.

Finally, we show that the number \( |M_S| \) of non-redundant elements is smaller than \( |U| \) by a factor of \( \ell/\mu \). Thus, a repeated call to **Sample&Prune** terminates after \( O(\ell n/\mu) \) iterations, as shown in Corollary 7.

**Lemma 6.** After one round of **Sample&Prune** with \( \ell = kn^3 \log n \), we have \( \Pr [|M_S| \leq 2n^{1-\delta}] > 1 - 2n^{-k} \) when \( G_k(A) \) is a function that returns a subset of \( A \) of size at most \( k \) and \( G_k(A) \subseteq G_k(B) \), for \( A \subseteq B \).

**Proof.** First, observe that when \( n \leq \ell \), we have \( M_S = \emptyset \) and hence we are done. Therefore, assume \( n > \ell \). Call the set \( S \) obtained in step 2 a seed set. Fix a set \( S \) and let \( E_S \) be the event that \( S \) was selected as the seed set. Note that when \( E_S \) happens, by the hereditary property of \( G_k \), none of the elements in \( M_S \) is part of the sample \( X \), since any element \( x \in X \) discarded in step 2 would be discarded in step 3 as well. Therefore, for each \( S \) such that \( |M_S| \geq m = (2k/\ell)n \log n \), we have \( \Pr[E_S] \leq (1 - \ell/n)^{|M_S|} \leq (1 - \ell/n)^m \leq n^{-2k} \).

Since each seed set \( S \) has at most \( k \) elements, there are at most \( 2k \) such sets, and hence \( \sum_m |M_S| \geq n^{-2k} \leq 2n^k \cdot n^{-2k} = 2n^{-k} \).

**Corollary 7.** Suppose we run **Sample&Prune** repeatedly for \( T \) rounds, that is: for \( 1 \leq i \leq T \), let \( (S_i, M_i) = \text{**Sample&Prune**}(M_{i-1}, G_k, \ell) \), where \( M_0 = U \). If \( \ell = kn^3 \log n \) and \( T > \frac{1}{\ell} \), then we have \( M_T = \emptyset \), with probability at least \( 1 - 2Tn^{-k} \).

**Proof.** By Lemma 6, assuming that \( M_i \leq n(2n^{-\delta}) \) we can prove that \( M_{i+1} \leq n(2n^{1+\delta}) \) with probability at least \( 1 - 2n^{-k} \). The claim follows from a union bound.

We now illustrate how Corollary 7 generalizes some prior results [18, 30]. Note that the choice of the function \( G_k \) affects both the running time and the approximate ratio of the algorithm. Since Corollary 7 guarantees convergence, the algorithm designer can focus on judiciously selecting a \( G_k \) that offers approximation guarantees for the problem at hand. For finding maximal matchings, Lattanzi et al. [30] set \( G_k(X, S) \) to be the maximal matching obtained by streaming all of the edges in \( X \), given that the edges in \( S \) have already been selected. Setting \( k = n/2 \), at most \( k \) edges can ever be in a maximum matching, and the initial edge size to \( m \), we see that using \( mn^2 \) memory, the algorithm converges after \( O(\frac{1}{k}) \) rounds. For clustering, Ene et al. [18] first compute the value \( v \) of the distance of the (roughly) \( n^{1/2} \)th furthest point in \( X \) to a predetermined set \( S \) and the function \( G_k(X, S) \) returns all of the points that have distance to \( S \) further than \( v \). Since \( G_k \) returns at most \( k = n^{1/2} \) points, using \( n^{1/2} \) memory, the algorithm converges after \( O(\frac{1}{k}) \) rounds.

In addition to these two examples, we will show below how to use the power of **Sample&Prune** to parallelize a large class of greedy algorithms.

4. **Greedy Algorithms**

In this section we consider a generic submodular maximization problem with hereditary constraints. We first introduce a simple scaling approach that simulates the \( \epsilon \)-greedy algorithm. The scaling algorithm proceeds in phases: in phase \( i \in \{1, \ldots, \log_{1+\epsilon} \Delta\} \), only the elements that improve the current solution by an amount in \( \left[ \frac{\Delta}{1+i(1+\epsilon)} \right] \) are considered (recall that no element can improve the solution by more than \( \Delta \)). These elements are added one at a time to the solution as the algorithm scans the input. We will show that the algorithm terminates after \( O(\log \frac{\Delta}{\epsilon}) \) iterations, and effectively simulates the \( \epsilon \)-greedy algorithm. We note that what similar scaling ideas have proven to be useful for submodular problems such as in [5, 24]. We first describe the sequential algorithm (**GreedyScaling**) and then show how it can be parallelized.
LEMMA 8. For the submodular maximization problem with hereditary constraints, GREEDYSCALING implements the \(c\)-greedy method.

Proof. Given the current solution, call an element \(u\) feasible if \(S \cup \{u\} \in \mathcal{I}\). We use induction to prove the following claim: at the beginning of phase \(i\), the marginal benefit of any feasible element is at most \(\Delta/(1+c)\). The base case is clear. Suppose the claim is true at the beginning of phase \(j\). At the end of this phase, no feasible element with a marginal benefit of more than \(\Delta/(1+c)\) to the solution remains. By the hereditary property of \(\mathcal{I}\), the set of feasible elements at the end of the phase is a subset of feasible elements at the beginning and, by submodularity of \(f\), the marginal benefit of any element could only have decreased during the phase. Therefore, the marginal benefit of any element added by GREEDYSCALING is within \((1+c)\) of that of the best element, completing the proof.

For realizing in MapReduce, we use SAMPLE\&PRUNE in every phase of the outer for loop to find all elements with high marginal values. Recall that SAMPLE\&PRUNE takes a function \(g_i^\Delta : 2^U \rightarrow U^\Delta\) as input, and returns a pair of sets \((S,M)\). Note that \(k\) is a bound on the solution size. We will show how to define \(g_i\) in each phase so that we can emulate the behavior of the scaling algorithm. Our goal is to ensure that every element not returned by SAMPLE\&PRUNE is rightfully discarded and does not need to be considered in this round.

Let \(\tau_i = \Delta/(1+c)\) be the threshold used in the \(i\)th round. Let \(g_{S,i} : 2^U \rightarrow U^\Delta\) be the function implemented in lines (3) through (7) of GREEDYSCALING during the \(i\)th iteration of the outer loop. In other words, the function \(g_{S,i}(A)\) maintains a solution \(S_i\), and for every element \(a \in A\) adds it to the solution if \(f_{s_{i}}(a) \geq \tau_i\) (the marginal gain is above the threshold), and \(S_i \cup S\) with \(\{a\} \in I\) (the resulting solution is feasible). Note that the procedure of \(g_{S,i}\) can change in each iteration of the loop since \(S\) can change and \(g_{S,i}\) may return a set of size less than \(k\), but never larger than \(k\). Consider the algorithm GREEDYSCALINGMR that repeatedly calls SAMPLE\&PRUNE while adding the sampled elements into the solution set.

LEMMA 9. Let \(S\) be the result of the \(i\)th phase of GREEDYSCALINGMR on \(U\). For any element \(u \notin S\) either \(S \cup \{u\} \notin \mathcal{I}\) or \(f_{S}(u) \leq \tau_i\).

**Proof.** Suppose not, and consider the iteration of the algorithm immediately before \(u\) is removed from \(M\). We have sets \(S,M\) with \(u \notin M\), but \(u \notin S\) after an additional iteration of SAMPLE\&PRUNE. If \(u\) were removed, then \(u \notin S\) and \(f_{S}(u) \leq \tau_i\) and therefore the addition of \(S\) to the solution either resulted in \(u\) being infeasible (i.e., \(S \cup S' \notin \mathcal{I}\)) or its marginal benefit becoming inadequate (i.e., \(f_{S}(u) \leq \tau_i\)). Since the constraints are hereditary, once \(u\) becomes infeasible it stays infeasible, and the marginal benefit of \(u\) can only decrease. Therefore, at the end of the iteration, either \(S \cup \{u\} \notin \mathcal{I}\) or \(f_{S}(u) \leq \tau_i\), a contradiction.

The following is then immediate given Lemma 9, Corollary 7, and that SAMPLE\&PRUNE can be realized in two rounds of MapReduce.

**Theorem 10.** For any hereditary family \(\mathcal{I}\) and submodular function \(f\), GREEDYSCALING emulates the \(c\)-greedy algorithm on \((U,f,\mathcal{I})\) and can be realized in \(O(\Delta \log \Delta)\) rounds of MapReduce using \(O(n/m \log n)\) machines with \(m = O(kn^2 \log n)\) memory, with high probability.

To put the above statement in perspective, consider the classical greedy algorithm for the maximum \(k\)-coverage problem. If the largest set covers \(\Delta = O(poly \log n)\) elements, then by setting \(\ell = \sqrt{\Delta}\) and \(k = O(poly \log n)\), we obtain an \(1 - 1/e - \epsilon\) approximate algorithm that uses \(O(\sqrt{\Delta} \log n)\) memory on \(O(\log \log \Delta)\) rounds, improving on the comparable PRAM algorithms [6, 7]. Further, in [13] an \(O(poly \log n)\) round MapReduce algorithm for the maximum \(k\)-coverage problem was given and our algorithm achieves the same guarantees while reducing the number of rounds to be \(O(\log \Delta)\) when \(\delta = \epsilon = \) constants.

### 5. MODULAR MAXIMIZATION WITH A MATROID CONSTRAINT

In this section we consider the problem of finding the maximum weight independent set of a matroid \(M = (U,\mathcal{I})\) of rank \(k\) with respect to a modular function \(f : U \rightarrow \mathbb{R}^\ell\). We assume that \(k\) is given as input to the algorithm. Note that when the function is modular, it is sufficient to define the function only on the elements, as the value of a solution \(S\) is \(\sum_{u \in S} f(u)\). It is a well-known fact that the greedy procedure that adds the maximum weight feasible element at each step solves the problem optimally. Indeed, the set obtained at the end of the \(i\)th step is an independent set that is maximum among those of size \(i\). Henceforth, we will assume that \(f\) is injective; note that this is without loss of generality, as we can make \(f\) injective by applying small perturbations to the values of \(f\). We observe that when the weights are distinct, the greedy algorithm has only one optimal choice at each step.

The following claim directly follows by the greedy property.

**Fact 11.** Let \(M = (U,\mathcal{I})\) be a matroid of rank \(k\) and \(f : U \rightarrow \mathbb{R}^\ell\) be an injective weight function. Let \(S_i = \{s_1, \ldots, s_i\}\), where \(f(s_i) > \cdots > f(s_1)\) is the greedy solution. Then, for every \(1 \leq i < k\) and any \(u \in U \setminus \{s_1, \ldots, s_i\}\), we have that either \(\{s_1, \ldots, s_i, u\} \notin \mathcal{I}\) or \(f(u) < f(s_{i+1})\).

Our analysis will revolve around the following technical result, which imposes additional structure on the greedy solution. Fix a function \(f\) and consider a matroid, \(M = (U,\mathcal{I})\). Let \(S\) be the greedy solution under \(f\) and consider an element \(u \in S\). For any \(X \subseteq U\) it is the case that \(u\) is in the greedy solution for \(M[X \cup \{u\}]\) under \(f\). In other words, no element \(u\) in the (optimal) greedy solution can be blocked by other elements in a submatroid. This property of the greedy algorithm is known in the literature and, we give a proof here for completeness.
Let $\mathcal{M} = (U, T)$ be a matroid of rank $k$ and $f : U \to \mathbb{R}^+$ be an injective weight function. For any $X \subseteq U$, let $G(X)$ be the greedy solution for $\mathcal{M}[X]$ under $f$. Then, for any $X \subseteq U$ and $u \in G(U)$, it holds that $u \in G(G(X) \cup \{u\})$.

**Proof.** Let $u \in G(U)$ and let $X$ be any subset of $U$ such that $u \in X$. Let $A$ contain an element $u' \in U$ such that $f(u') > f(u)$ and let $A' = A \cap X$. We define $r(S)$ to be the rank of the matroid $\mathcal{M}[S]$ for any $S \subseteq X$ and let $r(S, u') = r(S \cup \{u\}) - r(S)$ for any $u' \in U$. It can be easily verified that $r(S)$ is a submatroid function. Notice that $r(A, u) = 1$ because $u$ is in $G(U)$. Knowing that $r$ is submodular and $A' \subseteq A$ we have that $r(A', u) \geq r(A, u) = 1$. Thus, it must be the case that $u \in G(X \cup \{u\})$.

To find the maximum weight independent set in MapReduce we again turn to the `Sample&Prune` procedure. As in the case of the greedy scaling solution, our goal will be to cull the elements not in the global greedy solution, based on the greedy solution for the sub-matroid induced by a set of sampled elements. Intuitively, Lemma 12 guarantees that no optimal element will be removed during this procedure.

**Algorithm MatroidMR.**

```
MatroidMR(U, T, f, \ell)
1: S \leftarrow \emptyset, M \leftarrow U
2: while M \neq \emptyset do
3: \quad (S, M) \leftarrow Sample&Prune(S \cup M, G, \ell)
4: end while
5: return S
```

Algorithm MatroidMR contains the formal description. Given the matroid $\mathcal{M} = (U, T)$, the weight function $f$, and a memory parameter $\ell$, the algorithm repeatedly (a) computes the greedy solution $S$ on a submatroid obtained from $\mathcal{M}$ by restricting it to a small sample of elements that includes the solution computed in the previous iteration and (b) prunes away all the elements that cannot individually improve the newly computed solution $S$. We remark that, unlike in the algorithm for the greedy framework of Section 4, the procedure $G$ passed to Sample&Prune is invariant throughout the course of the whole algorithm and corresponds to the classical greedy algorithm for matroids. Note that $G$ always returns a solution of size at most $\ell$, as no feasible set has size more than the rank.

The correctness of the algorithm again follows from the fact that no element in the global greedy solution is ever removed from consideration.

**Lemma 13.** Upon termination, the algorithm MatroidMR returns the optimal greedy solution $S^\ast$.

**Proof.** It is enough to show inductively that after each call of Sample&Prune, we have $S^\ast \subseteq S \cup M$. Indeed, this implies that after each call, the greedy solution of $S \cup M$ is exactly $S^\ast$. Let $s^\ast \in S^\ast \subseteq S \cup M$, and suppose by contradiction that after a call of Sample&Prune($S \cup M, G, \ell$), we have $s^\ast \notin S' \cup M'$, where $(S', M')$ is the new pair returned by the call. By definition of Sample&Prune and $G$, it must be that $s^\ast$ was pruned since it was not a part of the greedy solution on $S' \cup \{s^\ast\}$. But then Lemma 12 guarantees that $s^\ast$ is not part of the greedy solution of $S \cup M$. By induction, $s^\ast \notin S^\ast$, a contradiction.

For the running time of the algorithm, we bound the number of iterations of the while loop using a slight variant of Corollary 7. The reason Corollary 7 is not directly applicable is that $S$ is added to $M$ after each iteration of the while loop in MatroidMR.

**Lemma 14.** Let $\ell = kn^d \log n$. Then, the while loop of the algorithm MatroidMR is executed at most $T = 1 + 1/s$ times, with probability at least $1 - 2Tn^{-k}$.

**Proof.** Let $(S_i, M_i)$ be the pair returned by Sample&Prune in the $i$th iteration of the while loop, where $S_i = \emptyset$ and $M_0 = U$. Also, let $n_i = |S_i \cup M_i|$ and $\gamma = n^{-\delta}$. Note that $n_0 = |U| = n$. We want to show that the sequence of $n_i$ decreases rapidly. Assuming $n_i \leq \gamma n + k(1 + \gamma + \ldots + \gamma^{i-1}$), Lemma 6 implies that, with probability at least $1 - 2n^{-k}$,

$$n_{i+1} \leq |M_i| + |S_i| \leq \gamma n_i + |S_i| \leq \gamma n_i + r \leq \gamma^{i+1} n + \sum_{j=0}^{i} \gamma^j.$$

Therefore, for every $i \geq 1$, we have $n_i \leq \gamma n + k \frac{1 - \gamma^{i+1}}{1 - \gamma} < \gamma' n + \frac{k}{1 - \gamma}$, with probability at least $1 - 2n^{-k}$. For $i = T - 1 = \frac{1}{\ell}$, we have $n_{T-1} \leq \frac{k}{1 - \gamma}$. Therefore, at iteration $T$, Sample&Prune will sample with probability all one elements in $S_{T-1} \cup M_{T-1}$, and hence $S_T = \emptyset$. By Lemma 13, $S_T = S^\ast$ and therefore $M_T = \emptyset$.

Given that Sample&Prune is realizable in MapReduce the following is immediate from Lemma 14.

**Corollary 15.** MatroidMR can be implemented to run in $O(\ell^2)$ MapReduce rounds using $O(\gamma/\mu \log n)$ machines with $\mu = O(kn^d \log n)$ memory with high probability.

6. **MONOTONE SUBMODULAR MAXIMIZATION**

In this section we consider the problem of maximizing a monotone submodular function under a cardinality constraint, knapsack constraints and $p$-system constraints. We first consider the special case of a single cardinality constraint, i.e., 1-knapsack constraint with unit weights. In this case, we provide a $(1/2 - \epsilon)$-approximation using a simple threshold argument. Then, we observe that the same ideas can be applied to achieve a $(1/d)$-approximation for $d$ knapsack constraints. This is essentially the best achievable as Dean et al. [15] show a $(1/d^{1-\epsilon})$-hardness.

6.1 **Cardinality constraint**

We consider maximizing a submodular function subject to a cardinality constraint. The general techniques have the same flavor as the greedy algorithm described in Section 4. At a high level, we observe that for these problems a single threshold setting leads to an approximate solution and hence we do not need to iterate over the $\log_{1+\Delta} \Delta$ thresholds. We will show the following theorem.

**Theorem 16.** For the problem of maximizing a submodular function under a $k$-cardinality constraint, there is a MapReduce algorithm that produces a $(1/2 - \epsilon)$-approximation in $O(T(1/d^\gamma))$ rounds using $O(\gamma^2/\epsilon \mu \log n)$ machines with $\mu = O(kn^d \log n)$ memory, with high probability.

Given a monotone submodular function $f$ and an integer $k \geq 1$, we would like to find a set $S \subseteq U$ of size at most $k$ that maximizes $f$. We show how to achieve a $1/2 - \epsilon$ approximation in a constant number of MapReduce rounds. Also our techniques will lead to a one-pass streaming algorithms that use $O(k)$ space. Details of the streaming algorithm are omitted in this version of the paper. The analysis is based on the following lemma.

**Lemma 17.** Fix any $\gamma > 0$. Let OPT be the value of an optimal solution $S^\ast$ and $r = \text{OPT} \cdot \frac{1}{\gamma}$. Consider any $S = \{s_1, \ldots, s_t\} \subseteq U, |S| = t \leq k$, with the following properties.
(ii) There exists an ordering of elements \( s_1, \ldots, s_t \) such that for all \( 0 \leq i < t \), \( f'_{(s_1, \ldots, s_t)}(s_{i+1}) \geq \gamma \).

(ii) If \( t < k \), then \( f_S(u) \leq \tau \), for all \( u \in U \).

Then, \( f(S) \geq OPT \cdot \min \left\{ \frac{2}{3}, 1 - \frac{2}{3} \right\} \).

**Proof.** If \( t = k \), then \( f(S) = \sum_{i=0}^{k-1} f_{S_i}(s_{i+1}) \geq \sum_{i=0}^{k-1} \tau = k\tau = OPT/2 \). If \( t < k \), we know that \( f_{S_i}(u) \leq \tau \), for any element \( u \in S_i \). Furthermore, since \( f \) is submodular, \( f(S \cup S') - f(S) \leq \tau(S' \setminus S) \leq \gamma OPT/2 \). We have \( f(S) \geq f(S \cup (S' \setminus S)) \geq \gamma OPT/3 \geq OPT - \gamma OPT = (1 - \frac{2}{3})OPT \), where the third step follows from the monotonicity of \( f \).

We now show how to adapt the algorithm to MapReduce. We will again make use of the \textsc{SampleAndPrune} procedure. As in the case of the greedy scaling solution, our goal will be to prune the elements with marginal gain below \( \tau \) with respect to a current solution \( S \). Moreover, only elements with marginal gain above \( \tau \) will be added to \( S \), so that Lemma 17 can be applied.

The algorithm \textsc{ThresholdMR} shares similar ideas with the MapReduce algorithm for greedy scalability. In particular, the procedure \( G_{S, \tau, k} \) passed to \textsc{SampleAndPrune} changes throughout different calls, and is defined as follows: \( G_{S, \tau, k}(X) \) maintains a solution \( S' \) and for every element \( u \in X \) adds it to the solution \( S' \) if \( f_{S \cup S'}(u) \geq \gamma \tau \) (the marginal gain is above the threshold) and \(|S \cup S'| < k \) (the solution is feasible). The output of \( G_{S, \tau, k}(X) \) is the resulting set \( S \cup S' \).

**Algorithm 1** \textsc{ThresholdMR}(U, f, k, \tau, \ell)

1: \( S \leftarrow \emptyset \), \( M \leftarrow U \)
2: while \( M \neq \emptyset \) do
3: \((S', M) \leftarrow \textsc{SampleAndPrune}(M, G_{S, \tau, k})\)
4: \( S \leftarrow S \cup S' \)
5: end while
6: return \( S \)

Observe that all of the elements that were added to \( S \) had their marginal gains at least \( \tau \) by definition of \( G_{S, \tau, k} \). The following claim guarantees the applicability of Lemma 17. The proof is substantially a replica of that of Lemma 9 and is omitted.

**Lemma 18.** Let \( S \) be the solution returned by the algorithm \textsc{Threshold}. Then, either \(|S| = k \), or \( f_S(u) \leq \gamma \), for all \( u \in U \).

Finally, observe that an upper bound on \( \Delta \) (and therefore on \( OPT \)) can be computed in one MapReduce round. Hence, we can easily run the algorithm in parallel on different thresholds \( \tau \). This observation along with Lemma 18, Corollary 7 and the fact that \( \textsc{SampleAndPrune} \) can be implemented in two rounds of MapReduce, yield the following corollary.

**Corollary 19.** \textsc{Threshold} produces \((\frac{1}{2} - \epsilon)\)-approximation and can be implemented to run in \( O(\frac{1}{2}) \) rounds using \( O(n \log n \mu) \) machines with \( \mu = O(kn^3 \log n) \) memory with high probability.

**6.2 Knapsack constraints**

For the case of \( d \) knapsack constraints, we are given a submodular function \( f \) and would like to find a set \( S \subseteq U \) of maximum value with respect to \( f \) with the property that its characteristic vector \( x_S \) satisfies \( Cx_S \leq b \). Here, \( C_{i,j} \) is the “weight” of the element \( u_j \) with respect to the \( i \)th knapsack, and \( b_i \) is the capacity of the \( i \)th knapsack, for \( 1 \leq i \leq d \). Our goal is to show the following theorem. Let \( k \) be a given upper bound on the size of the smallest optimal solution.

**Algorithm 2** \textsc{ThresholdStream}(f, k, \tau)

1: \( S \leftarrow \emptyset \)
2: for all \( u \in U \) do
3: if \(|S| < k \) and \( f_S(u) \geq \gamma \) then
4: \( S \leftarrow S \cup \{u\} \)
5: end if
6: end for
7: return \( S \)

**Theorem 20.** For the problem of maximizing a submodular function under \( d \) knapsack constraints, there exists a MapReduce algorithm that produces a \( O(\frac{1}{d}) \)-approximation in \( O(\frac{1}{\Delta}) \) rounds using \( O(n/\mu \log n) \) machines with \( \mu = O(kn^3 \log n) \) memory with high probability.

Without loss of generality, we will assume that there is no element that individually violates a knapsack constraint, i.e., there is no \( u_j \) such that \( C_{i,j} > b_i \) for every \( 1 \leq i \leq d \). We begin by providing an analog of Lemma 17.

**Lemma 21.** Fix any \( \gamma > 0 \). Let \( OPT \) be the value of an optimal solution \( S^* \) and \( \tau = \frac{OPT}{OPT - \gamma OPT} \), for \( 1 \leq i \leq d \). Consider any feasible solution \( S \subseteq U \) with the following properties:

(i) There exists an ordering of its elements \( a_1, \ldots, a_m \) such that for all \( 0 \leq m < t \) and \( 1 \leq i \leq d \), it holds that \( f_{S_m}(a_{m+1}) \geq \tau c_{i,j} \), where \( S_m = \{a_{j_1}, \ldots, a_{j_m}\} \).

(ii) Assuming that for all \( 1 \leq i \leq d \), \( \sum_{m=1}^{t} c_{i,j} \leq \frac{\gamma OPT}{OPT} \), then for all \( a_j \in U \) there exists an index \( 1 \leq h(j) \leq d \) such that \( f_{S}(a_j) \leq \tau c_{h(j)} \).

Then, \( f(S) \geq OPT \cdot \min \left\{ \frac{\gamma}{2}, 1 - \frac{\gamma}{2} \right\} \).

**Proof.** Consider first the case that the solution \( S \) does not fill half of any knapsack. Then, using (ii), define \( S' \) to be the set of elements \( a_j \in S \) such that \( h(j) = i \), for \( 1 \leq i \leq d \). Because of the knapsack constraints, submodularity, and the fact that \( f_{S}(a_j) \leq \tau c_{h(j)} \), we must have that \( f(S \cup S') - f(S) \leq \frac{OPT}{OPT} \), for every \( 1 \leq i \leq d \). Therefore, we have \( f(S \cup S') \geq OPT \cdot \min \left\{ \frac{\gamma}{2}, 1 - \frac{\gamma}{2} \right\} \), where, by monotonicity of \( f \), we have \( f(S) \geq f(S') \).

Now we show how the algorithm can be implemented in MapReduce. We assume the algorithm is given an estimate \( OPT \) to compute all \( \tau_i \)'s for some \( \gamma \) and an upper bound \( k \) on the size of the smallest optimal solution. The algorithm simulates the presence of an extra knapsack constraint stating that no more than \( k \) elements can be picked. (Note that the value of the optimum value for this new system is not changed, as \( S^* \) is feasible in this new system.)

We say that an element \( a_j \in U \) is heavy profitable if \( C_{i,j} \geq \frac{\gamma OPT}{OPT} \) and \( f(a_j) \geq \tau c_{i,j} \), for some \( i \). The algorithm works as follows: if there exists a heavy profitable element (which can be detected in a single MapReduce round), the algorithm returns it as solution. Otherwise, the algorithm is identical to \textsc{Threshold}, except for the procedure \( G_{S, \tau, k} \) which is now defined as follows: \( G_{S, \tau, k}(X) \) maintains a solution \( S' \) and for every element \( a_j \in X \) adds it to \( S' \) if, for all \( 1 \leq i \leq d \), \( f_{S \cup S'}(a_j) \geq \tau c_{i,j} \), and \( S \subseteq S' \cup \{a_j\} \) is
feasible w.r.t. the knapsack constraints; the output of $G_{S,T,k}(X)$ is the
resulting set $S \cup S'$. We now analyze the quality of the solution returned by the algorithm. In the presence of a heavy profitable element, then the returned solution has value at least $\frac{2\alpha OPT}{\alpha+1}$.

Otherwise, we argue that $S$ satisfies the properties of Lemma 17: the first property is satisfied trivially by definition of the algorithm and the second property is valid by submodularity and the fact that there is no heavy profitable element.

Similarly to the algorithm Threshold, we can run the algorithm in parallel on different values of the estimate $i$. The following lemma provides a guarantee for the modular matroid; however, in this case, we will need to store all of the intermediate solutions returned by the algorithm for the modular matroid; however, in this case, we will need to store all of the intermediate solutions returned by $SAMPLE$ and choose the one with the largest value. Our goal is to show the following theorem.

Theorem 22. There exists a MapReduce algorithm that produces a $\Omega(1/\alpha)$ approximation in $O\left(\frac{\log n}{\alpha} \right)$ rounds using $O(n \log n)$ machines with $\mu = O(kn^2 \log n)$ memory with high probability.

6.3 $p$-system constraints

Finally, consider the problem of maximizing a monotone submodular function subject to a $p$-system constraint. This generalizes the question of maximizing a monotone submodular function subject to $p$ matroid constraints. Although one could try to extend the threshold algorithm for submodular functions to this setting, simple examples show that the algorithm can result in a solution whose value is arbitrarily smaller than the optimal due to the $p$-system constraint. The algorithms in this section are more closely related to the algorithm for the modular matroid; however, in this case, we will need to store all of the intermediate solutions returned by $SAMPLE$ and choose the one with the largest value. Our goal is to show the following theorem.

Theorem 23. Submodular-System can be implemented to run in $O\left(\frac{\log n}{\alpha} \right)$ rounds of MapReduce using $O(n \log n)$ machines with memory $\mu = O(kn^2 \log n)$ and produces a $\left(\frac{1}{p+1}\right)$-approximation.

The algorithm Submodular-System is similar to the algorithm for the modular matroid as the procedure $G$ passed to $SAMPLE$ is simply the greedy algorithm. However, unlike $MATROIDMR$, all the intermediate solutions are kept and the largest one is chosen as final solution. The following lemma provides a bound on the quality of the returned solution.

Lemma 24. If $T$ is the number of iterations of the while loop in Submodular-System, then Submodular-System gives a $\left(\frac{1}{p+1}\right)$-approximation.

Proof. Let $R_i$ be the elements of $U$ that are removed during the $i$th iteration of the while loop of Submodular-System. Let $O$ denote the optimal solution and $O_i := O \cap R_i$. Let $S_i$ be the set returned by $SAMPLE$ during the $i$th iteration. Note that the algorithm $G$ used in Submodular-System is known to be a $1/(p+1)$-approximation for maximizing a monotone submodular function subject to a $p$-system if the input to $G$ is the entire universe $[8]$. Let $I_i$ denote the $p$-system induced on only the elements in $R_i \cup S_i$. Note that by definition of $p$-systems $I_i$ exists. By definition of $G$ and $SAMPLE$, an element $e$ is in the set $R_i$ because the algorithm $G$ with input $I_i$ and $f$ returns $S_i$ and $e \notin S_i$. This is because for each element $e \in R_i$, $SAMPLE$ runs the algorithm $G$ on the set $(S_i \cup \{e\})$ and $e$ was not chosen to be in the solution. Thus if we run $G$ on $S_i \cup R_i$ still no element in $R_i$ will be chosen to be in the output solution. Therefore, $f(S_i) \geq \frac{1}{p+1} f(O_i)$ since $G$ is a $1/(p+1)$ approximation algorithm for the $\Omega$($\alpha$) results.

Algorithm 3 Submodular-System($U, I, f, \ell$)

1: For $X \subseteq U$, let $G(X,k)$ be the greedy procedure running on the subset $X$ of elements: that is, start with $A := \emptyset$, and greedily add to $A$ the element $a \in X \setminus A$, with $A \cup \{a\} \in I$, maximizing $f(A \cup \{a\}) - f(A)$. The output of $G(X,k)$ is the resulting set $A$.
2: $F = \emptyset$
3: while $U \neq \emptyset$ do
4: $(S, M_S) \leftarrow SAMPLEPRUNE(U, G, \ell)$
5: $F \leftarrow F \cup \{S\}$
6: $U \leftarrow M_S$
7: end while
8: return $\arg \max_{S \in F} f(S)$

7. ADAPTATION TO STREAMING

In this section we discuss how the algorithms given in this paper extend to the streaming setting. In the data stream model (cf. [32]), we assume that the elements of $U$ arrive in an arbitrary order, with both $f$ and membership in $I$ available via oracle accesses. The algorithm makes one or more passes over the input and has a limited amount of memory. The goal in this setting is to maximize the number of passes over the input and to use as little memory as possible.

$c$-greedy. We can realize each phase of GreedYScaling with a pass over the input in which an element is added to the current solution if the marginal value of adding the element is above the threshold for the phase. If $k$ is the desired solution size, the algorithm will require $O(k)$ space and will terminate after $O\left(\frac{\log n}{\epsilon} \right)$ phases. The approximation guarantees are given in Theorem 5. For the case of modular function maximization subject to a $p$-system constraint, the approximation ratio achieved by GreedYScaling is $\frac{1}{p+1}$; we show that the approximation ratio achieved in the streaming setting cannot be improved without drastically increasing either the memory or the number of passes. The proof is omitted from this version of the paper.

Theorem 25. Fix any $p \geq 2$ and $\epsilon > 0$. Then any $\ell$-pass streaming algorithm achieving a $\frac{1}{p+1}$ approximation for maximizing a modular function subject to a $p$-system constraint requires $\Omega\left(n/(\ell^p \log p)\right)$ space.

Matroid optimization. Lemma 12 leads to a very simple algorithm in the streaming setting. The algorithm keeps an independent set and, when a new element comes, updates it by running the greedy algorithm on the current solution and the new element. Observe that the algorithm uses only $k + 1$ space. Lemma 12 implies that no element in the global greedy solution will be discarded when examined. Therefore, we have:

Theorem 26. Algorithm MatroidStream finds an optimal solution in a single pass using $k + 1$ memory.

Submodular maximization. The algorithms and analysis for these settings are omitted from this version of the paper.
THEOREM 27. There exists a one-pass streaming algorithm that uses $O(k\epsilon^2 \log (\epsilon n \Delta))$ memory and produces a $\frac{1}{2}-\epsilon$ approximation for the problem of maximizing a submodular function subject to a $k$-cardinality constraint (resp. $d$ knapsack constraints).

THEOREM 28. There exists a streaming algorithm that uses $O(kn^2 \log n)$ memory and produces a $\frac{1}{2} - \epsilon$ approximation in $O\left(\frac{1}{\epsilon^2}\right)$ passes, where $k$ is the size of the largest independent set.

8. EXPERIMENTS

In this section we describe the experimental results for our algorithm outlined in section 4 for the MAXCOVER problem. Recall the MAXCOVER problem: given a family $S$ of subsets and a budget $k$, pick at most $k$ elements from $S$ to maximize the size of their union. The standard (sequential) greedy algorithm gives an $(1-1/e)$-approximation to this problem. We measure the performance of our algorithm, focusing on two aspects: the quality of approximation with respect to the greedy algorithm and the number of rounds; note that the latter is $k$ for the straightforward implementation of the greedy algorithm. On real-world datasets, our algorithms perform on par with the greedy algorithm in terms of approximation, while obtaining significant savings in the number of rounds.

For our experiments, we use two publicly available datasets from http://fimi.ua.ac.be/data/: ACCIDENTS and KOSARAK. For ACCIDENTS, $|S| = 340, 183$ and for KOSARAK, $|S| = 990, 002$.

Figure 1 shows the performance of our algorithm for $\epsilon = \delta = 0.5$ for various values of $k$, on these two datasets. It is easy to see that the approximation factor is essentially same as that of Greedy once $k$ grows beyond 40 and we obtain a significant factor savings in the number of rounds (more than an order of magnitude savings for KOSARAK.)

The first pane of Figure 2 shows the role of $\epsilon$ (Theorem 5). Even for large values of $\epsilon$, our algorithm performs almost on par with greedy in terms of approximation (note the scale on the $y$-axis), while the number of rounds is significantly less. Though Theorem 5 only provides a weak guarantee of $(1 - 1/e)/(1 + \epsilon)$, these results show that one can use $\epsilon \gg 1$ in practice without sacrificing much in approximation, while gaining significantly in the number of rounds.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>approximation</th>
<th>number of rounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>1.0003</td>
<td>1</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0004</td>
<td>2</td>
</tr>
<tr>
<td>0.2</td>
<td>1.0006</td>
<td>3</td>
</tr>
<tr>
<td>0.3</td>
<td>1.0007</td>
<td>4</td>
</tr>
<tr>
<td>0.4</td>
<td>1.0008</td>
<td>5</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0010</td>
<td>6</td>
</tr>
<tr>
<td>0.6</td>
<td>1.0012</td>
<td>7</td>
</tr>
<tr>
<td>0.7</td>
<td>1.0014</td>
<td>8</td>
</tr>
<tr>
<td>0.8</td>
<td>1.0016</td>
<td>9</td>
</tr>
<tr>
<td>0.9</td>
<td>1.0018</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 2: Approximation and number of rounds with respect to Greedy for KOSARAK datasets as a function of $\delta$.

Finally, the lower pane of Figure 2 shows the role of $\delta$ on the number of rounds. Smaller values of $\delta$ require more iterations of SAMPLE & PRUNE to achieve the memory requirement, thus requiring a larger number of rounds overall. However even for $\delta = 1/2$, with memory requirement only $k\sqrt{n \log n}$, is already enough to achieve the best possible speedup. Once again, a higher value of $\delta$ results in a larger savings in the number of rounds. The approximation factor is unchanged.

9. CONCLUSIONS

In this paper we presented algorithms for large-scale submodular optimization problems in the MapReduce and streaming models. We showed how to realize the classical and inherently sequential greedy algorithm in these models and allow algorithms to select more than one element at a time in parallel without sacrificing the quality of the solution. We validated our algorithms on real world datasets for the maximum coverage problem and showed that they yield an order of magnitude improvement in reducing the number of rounds, while producing solutions of the same quality. Our work opens up the possibility of solving submodular optimization problems at web-scale.

Many interesting questions remain. Not all greedy algorithms fall under the framework presented in this paper. For example the augmenting-paths algorithm for maximum flow, or the celebrated Gale-Shapley matching algorithm cannot be phrased as submodular function optimization. Giving efficient MapReduce or streaming algorithms for those problems is an interesting open question.
More generally, understanding what classes of algorithms can and cannot be efficiently implemented in the MapReduce setting is a challenging open problem.
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