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Abstract—In blockchain applications such as digital goods
exchange, private data may be transmitted from a data owner
to a recipient through a transfer transaction. However, these
blockchain applications often assume the underlying blockchain
system is secure and reliable, and thus do not consider transaction
failures. We find that a failed transfer transaction may disclose
the private data to the recipient, but the data owner may not
receive tokens as payments or the ledger may not correctly record
the data trail. To handle transaction failures and protect private
data, we propose a novel transaction commit-controlled release
(CORE) protocol. With CORE, the private data can only be
obtained by an intended recipient after the transfer transaction
is committed, the data owner receives tokens, and the ledger
correctly records the data trail. We perform security analysis
of CORE, implement CORE and evaluate its performance over
representative public and permissioned blockchains. The results
of our extensive experiments show CORE introduces minor
overhead in terms of transaction latency and transaction fees.
We are the first to identify and address the generic private data
disclosure issues in both public and permissioned blockchains.

Index Terms—Blockchain, Data Transfer, Private Data Leak

I. INTRODUCTION

In blockchain applications such as digital goods exchange,
cryptocurrency swap and big data sharing, private data may
be transferred from a data owner to a recipient through
a transaction, which can verify the private data via smart
contracts, facilitate mandatory payment and document evi-
dence for purposes such as auditing. For instance, the digital
goods exchange protocol utilizes a hashed time-locked contract
(HTLC) [1] to fairly exchange a secret key s on-chain [2], [3].
The recipient uses a hash h and a time lock T to lock tokens
in the smart contract. Before time T , the owner can propose
a transfer transaction that carries the secret key s, i.e., the
preimage of the hash h, to withdraw the locked tokens. With
a successful transfer transaction, the data owner receives the
locked tokens as payment while the recipient receives s, i.e.,
private data owned by the owner. After time T , the HTLC does
not permit the owner to withdraw locked tokens through trans-
actions, and locked tokens can be refunded to the recipient.

Those blockchain applications for private data transfer often
assume that the underlying blockchain system is secure and
reliable, and thus do not consider transaction failures, which
may cause private data leaks. In practice, a transaction may
encounter failures due to various faults and vulnerabilities

* Corresponding author: Prof. Ming Yang of Southeast University, China.

in a blockchain system, such as message delivery delays in
an asynchronous network and execution faults at nodes. To
ensure fairness [4] for an honest data owner, the recipient
shall only learn the data when the corresponding transfer
transaction is successfully committed to the blockchain for
facilitating payment [3], [4] and documenting evidence [5].
However, in public blockchains, the private data within a
failed transfer transaction may be disclosed to the public
blockchain network. An adversary (including a malicious data
recipient) may learn the private data but does not pay tokens. In
particular, if a transfer transaction is delayed beyond the time
lock T , the owner cannot receive the payment through transfer
transactions any more. In permissioned blockchains, we find
that the original private data is prematurely delivered to a
recipient in a peer-to-peer fashion before transaction commit.
When a transfer transaction fails, the recipient still obtains the
private data, but the ledger fails to correctly document the trail.

In this paper, we systematically address the private
data leak issues caused by transaction failures. Our major
contributions are summarized as follows. We are the first to
identify the generic private data disclosure issues because of
failed transactions in existing applications and protocols over
both public and permissioned blockchains. We propose a
novel protocol named transaction commit-controlled release
(CORE) protocol, which can protect the confidentiality of
private data in case of transaction failures. CORE introduces
a group of n witnesses to attest transaction commit events
and employs bilinear pairing cryptography to keep the private
data confidential from witnesses while ensuring that the
private data can be obtained only by a specific recipient after
the transfer transaction is committed. CORE also introduces
threshold cryptography so as to tolerate a fraction of corrupted
witnesses. A witness attests a transaction commit event by
publishing a verifiable signature on the committed transaction.
With any t signatures from n witnesses, a recipient can use
its private key to derive the private data. In the case of
transaction failure, the recipient cannot recover the private
data, given well-studied cryptographic assumptions and a
maximum of t− 1 corrupted witnesses.

In CORE, witnesses do not have access to the private data,
and only provide publicly verifiable signatures on committed
transactions and control the timing of private data release to
a specific recipient. The private data is only shared within the
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owner and the recipient. This distinguishes CORE from secret
sharing [6] and threshold cryptosystems [7], [8], as well as
the witness encryption based on signatures [9]. In our context,
these existing techniques cannot ensure the confidentiality of
private data from witnesses and unintended parties.

We implement CORE in the representative public
blockchain—Ethereum and the representative permissioned
blockchain—Hyperledger Fabric [10], and evaluate its
performance. We deploy seven cloud servers across different
countries as witnesses with each running with limited compu-
tational resources. The overhead incurred by CORE is minor in
terms of transaction latency and fees. We also conduct a large-
scale analysis of the use of private data transfer transactions
in mainstream blockchains, demonstrating the generality of
private data transfer transactions and the need of CORE.

II. BACKGROUND

In this section, we introduce the private data transfer over
both public and permissioned blockchains.

A. Private Data Transfer in Public Blockchains
Hashed time-locked contracts (HTLCs) [1] are commonly

used for conditional payments in public blockchains, and
serve as building blocks of protocols for fair exchange of
digital goods and HTLC-based atomic swap. A withdrawal
transaction related to a HTLC involves transferring private
data of high value.

Fair Exchange of Digital Goods. In a digital goods fair
exchange protocol over blockchains, the private data trans-
ferred in a transaction is an encryption key s. In ZKCP [2]
and ZKCPlus [3], a seller Alice first sends the ciphertext of
digital goods off chain only to a buyer Bob, and uses zero
knowledge proof (ZKP) to prove to Bob that h is the hash
of the correct encryption key s without revealing s. Next,
Bob and Alice follow the HTLC workflow as shown in Fig.
1 to finish the exchange of s on chain. Bob uses the hash h
and a specific time T to deposit v tokens in the smart con-
tract through a transaction TXdep(h, T, v, pkA, sigB), which
specifies Alice as the intended recipient of v tokens via her
public key pkA and Bob as the sender via his signature sigB .
Before time T , Alice can propose a withdrawal transaction
TXwdr(pre, sigA), where the preimage pre is the key s, to
withdraw the locked v tokens as the payment. The HTLC smart
contract verifies if the preimage is consistent with hash h and
whether the current time is prior to time T . If both conditions
are met, the HTLC smart contract sends v tokens to Alice.
Everyone including Bob can obtain s from the withdrawal
transaction in the public blockchain. Bob can use s to recover
the digital goods from the previously received ciphertext. If
Alice fails to deliver a valid TXwdr before T , the v tokens
only can be refunded to Bob after T . The time-lock T is set to
prevent Alice from intentionally not withdrawing the tokens,
leading to Bob’s tokens being locked permanently. FairSwap
[4], zkDET [11] and protocols in [12]–[15] follow a similar
idea and pattern to ZKCP and ZKCPlus to trade data.

HTLC-based Atomic Swap Protocol. A cross-chain
atomic swap protocol swaps cryptocurrencies in two different

 [ if time <= T ]alt

 [ else if time > T ]

Alice HTLC Bob

5: Refund(sig_B)

1: Deposit (h,T,v,pk_A,sig_B)

6: Refund v
tokens to Bob

4: Verify data in
transaction, and send

v tokens to Alice

2: Lock v tokens

3: Withdraw (pre, sig_A)
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Fig. 1. HTLC Workflow in Public Blockchains.

blockchain networks [16]–[18]. For instance, Alice intends to
exchange 1 BTC in Bitcoin for 2 Ethers in Ethereum with Bob.
To initiate the swap, Alice generates a hash h of her private
data s, and sends h to Bob off chain. Then in Bitcoin, Alice
proposes a deposit transaction TXA

dep(h, t1, 1, pkB , sigA) to
lock 1 BTC. Once Bob observes Alice’s deposit transaction
TXA

dep in Bitcoin, Bob proposes another deposit transaction
TXB

dep(h, t2, 2, pkA, sigB), where t2 < t1, in Ethereum to
lock 2 Ethers. Once Alice observes Bob’s deposit transaction
TXB

dep in Ethereum, she proposes a withdrawal transaction
containing the preimage s to Ethereum to claim the 2 Ethers
before time t2. Everyone including Bob can learn s from
Alice’s withdrawal transaction in the public Ethereum. Only
Bob can further propose a new withdrawal transaction with s
in Bitcoin to withdraw the locked 1 BTC before time t1.

B. Private Data Transfer in Permissioned Blockchains
Permissioned blockchains usually adopt private transactions

to maintain the private data among only a subset of participants
known as private data members, while others only have access
to the hash of private data. In a big-data sharing protocol [5],
a data owner utilizes a private transaction to share a secret key
with a recipient and document the trail in an immutable ledger.

Private Transaction Lifecycle. The representative permis-
sioned blockchain, i.e., Hyperledger Fabric [10], provides a
private data collection (PDC) mechanism to manage private
data. We assume an owner sets her private data as PDC data
with the owner’s node such as peer 1 as the only PDC member
[5]. Without loss of generality, Fig. 2 illustrates the life cycle
of a private transaction for data transfer in Fabric as follows.

Step 1. A client/user proposes a transaction proposal to the
owner’s node such as peer 1, which performs as an endorser
[19]. Steps 2-4. The endorser executes the smart contract,
i.e., chaincode in Fabric, for the PDC data transfer, and signs
the hash of the execution results that contain the private data.
The endorser only returns the hash of the results with the
signature, called an endorsement, to the client. The original
execution results with the private data are directly sent to the
recipient’s node such as peer 2 in a peer-to-peer way. Peer
2 stores the received results in a local storage space. Steps
5-6. The client generates a transaction which contains the
transaction proposal and the response, and sends it to orderer
nodes. Steps 7-10. Orderer nodes bundle the transaction into
a new block and distribute the new block to all peer nodes.
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Fig. 2. Private Transaction Lifecycle in Fabric

Steps 11-16. Each peer validates transactions in the new block.
Only the transaction which passes the validations, including
the endorsement policy check and version check, is marked
as valid [19]. Only the execution results of a valid transaction
are updated to the world state database. Peer 2 updates the
original private data (that is stored locally) to its world state.
Other PDC non-member peer nodes only update the hash of
the private data in the transaction to their world states.

Another permissioned blockchain Enterprise Ethereum
[20] manages private data through a private transaction in a
similar way to Fabric. In the lifecycle, the owner’s node sends
ciphertext of private data to a recipient node in a peer-to-peer
manner too. The recipient can decrypt the ciphtertext using a
pre-shared symmetric key at any time. Then the private trans-
action proceeds through the consensus and execution phases.

III. PRIVATE DATA LEAK AND SECURITY GOALS

In this section, we first present the system model, and then
discuss private data leak issues caused by transaction failures.
To address this issue, we define an ideal protocol and security
goals in the simulation-based paradigm [21].

A. System Model
We provide a unified system model of transferring private

data over both public and permissioned blockchains, which
is applicable to all protocols listed in Table I. Private data
owner O proposes a private data transfer transaction TXp

to transfer private data m to a recipient R over a blockchain
network B. Blockchain B bundles transaction TXp into a
block through a consensus process. An arbiter smart contract
validates the data m in TXp and/or manages tokens. Private
data recipient R obtains the desired private data m trasferred
through transaction TXp from B. The data owner initiates
the transaction TXp so as to withdraw tokens or document
the trail of data sharing in an immutable ledger.

The system should ensure the fairness for an honest data
owner O: the recipient R only learns the private data m if and
only if the corresponding private data transfer transaction TXp

is committed to the blockchain B as valid. A valid TXp in a
public blockchain ensures that the owner O definitely receives

TABLE I
Private Data Transferred through Transactions

Blockchain Scenario Private Data

Public
1. HTLC-based atomic swap [16]–[18] Preimage of a hash

2. Digital goods fair exchange [2]–[4], [11]–[15] Secret key

Permissioned 3. Sharing data in private transactions [5] Secret key/Private data

tokens as payment when the recipient already learns data m
in data trading protocols. This aligns with the definition of
sender fairness in FairSwap [4]; In the data sharing protocols
over permissioned blockchains [5], a valid TXp ensures that
the blockchain builds the exact chain of custody of shared data
owned by the owner.

B. Private Data Leak Issues
We find that those protocols in Table I often assume that

the underlying blockchain system is secure and reliable, and
overlook transaction failures. Typically, a blockchain system
consists of three main components, including a peer-to-peer
network that transmits transactions, a consensus protocol
that orders transactions and nodes that execute transactions.
Transactions may fail due to message delivery delays in
an asynchronous network and execution faults at nodes, as
outlined below. Please note that we do not consider attacks
against consensus protocols such as 51% attack, which may
fail the entire blockchain system [22]–[24].

1) Private Data Disclosure in Public Blockchains: These
HTLC based protocols in Section II-A typically assume a syn-
chronous communication model with a known bound on mes-
sage delivery time. A protocol sets the time lock T in a HTLC
[4], assuming that the withdrawal transaction TXp initiated by
the data owner will be delivered to the ledger prior to T . How-
ever, a synchronous communication model rarely aligns with
the real-world public blockchain network with an open and in-
deterministic nature [25], [26]. The delivery of a withdrawal
transaction TXp to the ledger may be delayed due to various
factors such as low transaction fee in a congested blockchain
network [27], rational miners who are allowed to deprioritize
transactions [28], [29], network attacks such as eclipse attacks
[30], [31] and so on. Considering an asynchronous commu-
nication model, where the message delivery time is uncertain
[26], an initiated withdrawal transaction TXp may be delayed
beyond T . After the time lock T , TXp cannot succeed
anymore according to the HTLC protocol. A transaction also
may fail and roll back due to smart contract execution errors
at nodes, such as improper parameters or out of gas errors
in Ethereum. Even if the owner initiates another correct with-
drawal transaction, there is no guarantee that the newly initi-
ated transaction will succeed before T considering the delays.

Implications. These HTLC based protocols in Section II-A
have private data leak issues when transactions fail, leading to
owner unfairness. Specifically, (i) in fair exchange protocols,
when a seller delivers the secret key in a transaction TXp

but the transaction fails, the secret key within TXp has
been disclosed to the public blockchain network. Adversaries
including the buyer can learn the secret key. The buyer can
use the learned secret key to recover the digital goods from the
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previously received ciphertext, but not pay tokens to the seller.
This is unfair for the seller who does not get the payment.
Delivering the ciphertext of the secret key s in a transaction
[11] cannot tolerate the transaction failures either, since a
buyer can obtain the ciphertext from the failed transaction and
use the pre-shared symmetric key to recover the secret key s
without pay. (ii) In the HTLC-based atomic swap protocol,
if Alice’s withdrawal transaction fails, Alice cannot withdraw
the Ethers locked by Bob in Ethereum after time t2. But Bob
may learn the preimage from the failed withdrawal transaction,
and use the learned preimage to withdraw the BTC locked by
Alice in Bitcoin. As a result, Alice loses money.

2) Private Data Disclosure in Permissioned Blockchains:
The big data sharing protocol [5] in Section II-B assumes
the underlying permissioned blockchain system and its private
data mechanism are secure, and does not consider transaction
failures either. According to the private data transaction work-
flow in Hyperledger Fabric in Fig. 2, the owner’s peer 1 sends
the original private data to the recipient peer in a peer-to-peer
way in Step 4 before generation of the transaction. We find that
the transaction may fail in multiple cases. (i) Message delivery
delay. During Step 3, if the proposal response is delayed and
not received within the timeout of 30 seconds by default, the
client will not proceed with generating and submitting the
transaction to orderers in Step 5. (ii) Node execution faults. In
Steps 11-13, the transaction may be marked as invalid by peer
nodes due to endorsement policy check errors or version check
errors before updating the execution results to the ledger. For
example, an endorsement policy may not permit the transfer
transaction with only one endorsement [32].

The private data transaction in an Enterprise Ethereum
network has the similar private data disclosure problem as
Fabric, since the private data is also delivered to the recipient
in a peer-to-peer way before the transaction commit.

Implication. In all these transaction failure cases in the
permissioned blockchains, the private data is prematurely
disclosed to the recipient, but the transaction is not committed
to the blockchain. That is, the recipient obtains the private data
but the blockchain fails to correctly document the trail. The
big data sharing protocol [5] does not handle such transaction
failures, which will lead to improper chain of custody and
owner unfairness.

C. Security Goals
To handle the transaction failure cases and enforce owner

fairness, we propose a transaction commit controlled release
(CORE) protocol, which ensures that private data m is ob-
tained by a specific recipient only after TXp is committed.

Security Assumption. We assume an asynchronous commu-
nication model, where the message delivery time is uncertain.
Our protocol, unlike existing ones, does not rely on a determin-
istic message delivery bound for its execution. Transactions
may fail due to message delivery delays and execution errors in
a blockchain network. The data owner honestly transfers a cor-
rect data, since the data correctness can be verified by the re-
cipient before the protocol execution as discussed in Sec. VII.

The ideal functionality F interacts with a private data
owner O identified by a blockchain address idO, a
blockchain network B running an arbiter smart contract
L, a private data recipient R, and a simulator Sim.

• Propose Transaction TXp. On receiving
(send, TXp(m,R)) from O, where TXp(m,R)
is a transaction for transferring private data m to R,
leak (send,R, idO) to Sim.

• Validate Transaction TXp. Send TXp(m,R) to
blockchain network B for validating TXp, and obtain
an boolean indicator Itx that indicates the validity of
TXp. Output Itx and leak TXp(R) to Sim.

• Reveal Private Data. If TXp is committed to
Blockchain B as a valid transaction, i.e., Itx = 1, re-
veal m only to the recipient R. Otherwise, withhold m.

Fig. 3. Ideal Functionality F of CORE

Security Definition. We define the security of CORE follow-
ing the simulation-based formulation paradigm [21], designing
a real-world protocol Π to achieve an ideal functionality F ,
i.e., the security goals. In the real world, parties who interact
with Π may be corrupted by a probabilistic polynomial-time
(P.P.T.) adversary A. In the ideal world, an ideal protocol inter-
acts with honest parties and a P.P.T. simulator Sim. If the sim-
ulator Sim in the ideal world can simulate a view that is com-
putationally indistinguishable from the view in the real world
for A, it is said that Π securely realizes the security goals F .

As shown in Fig. 3, we define the ideal functionality F
for CORE. On receiving a (send, TXp(m,R)) message from
owner O, send the transaction TXp(m,R) to blockchain
network B. Only the event (send,R, idO) is revealed to Sim,
and m is kept confidential; Then, B runs a consensus protocol
to include TXp into a block, and runs an arbiter smart contract
L to validate the data in TXp. A transaction validity indicator
Itx is output. The data m is kept confidential to Sim; Finally,
if Itx = 1, m is revealed only to the recipient R. If Itx = 0,
other parties including R cannot obtain the data m of owner
O, even when TXp is sent out but is delayed and fails.

Based on the ideal functionality F , the security of a real-
world protocol Π of CORE is defined as follows.
Definition 1. (Security of Π) Let IDEALL

F,Sim denote
the execution of functionality F , and REALL

Π,A denote the
execution of protocol Π. Π is said to securely realize F if ∃ a
P.P.T. Sim, s.t. the following holds for ∀ P.P.T. adversary A,

IDEALL
F,Sim ≈ REALL

Π,A. (1)
According to the functionalities in F , a real-world protocol

Π that securely realizes F can rigorously guarantee that the
private data m remains confidential in case of transaction fail-
ures, and is only obtained by a specific recipient when transac-
tion TXp is committed, thereby ensuring the owner fairness.

IV. REAL-WORLD PROTOCOL OF CORE
In this section, we introduce a real-world protocol Π that im-

plements the ideal functionality F of CORE. We first present
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the basic idea and then introduce cryptographic preliminaries.
Finally, we present the protocol Π in detail.
A. Basic Idea

We design a transaction commit-controlled release (CORE)
protocol Π, in which the release of private data is controlled
by a transaction commit event. CORE employs a group of
n blockchain witnesses to attest transaction commit events,
adopts bilinear pairing cryptography to control the timing of
releasing private data to only an intended recipient while keep-
ing the private data confidential from all witnesses, and utilizes
threshold cryptography to tolerate t− 1 malicious witnesses.

As shown in Fig. 4, in Steps 1-2, an owner O first generates
a random number r, uses bilinear pairing to create a symmetric
key K as a function of the random number, the recipient’s
public key and the owner’s blockchain address, and encrypts
the private data m with the generated symmetric key K.
The owner then creates a private data transfer transaction
TXcore

p (r, c, R) with r and the ciphertext c as its fields. At
this point, the recipient R cannot derive the key K and cannot
recover private data m even though R already gets c in the
transaction. Step 3. The blockchain witnesses monitor the
blockchain continuously. When a witness finds that transaction
TXcore

p (r, c, R) is committed, the witness signs the random
number r and the owner’s blockchain address in the transaction
and publishes the signature as a commit confirmation key (CK),
which is publicly verifiable. If TXcore

p fails, a witness will
not generate a signature on this transaction. Step 4. Once the
recipient observes a number of t or more CKs, the recipient
can use its private key and any t published CKs to derive the
symmetric key K and thus recover the private data m from
ciphertext c. If TXcore

p fails, the recipient R cannot recover
data m without sufficient CKs.

B. Cryptographic Preliminaries
G1 is a cyclic additive group and GT is a cyclic

multiplicative group. The order of G1 and GT is a prime
number p. Let Zp denote the integer set {0, 1, · · · , p− 1} and
Z∗
p denote the set Zp\{0}, i.e., excluding 0 from Zp. A bilinear

pairing is a map e : G1 ×G1 → GT , which can be computed
in polynomial time. It satisfies the bilinearity property, i.e.,
given ∀a, b ∈ Z∗

p and ∀P ∈ G1, e(aP, bP ) = e(P, P )ab.
Assume P is a generator of G1, Q ∈ G1 and a, b, c ∈ Z∗

p.
The bilinear pairing e meets the following assumptions.
• Discrete Log (DL) Assumption. It is computationally hard

to find a such that Q = aP given P and Q.
• Decisional Diffie-Hellman (DDH). It is computationally

distinguishable between abP and cP for a randomly chosen
c from Z∗

p, given P , aP and bP .
• Bilinear Diffie-Hellman (BDH). It is computationally hard

to compute e(P, P )abc, given P , aP , bP and cP .
• Decisional Bilinear Diffie-Hellman (DBDH). It is computa-

tionally distinguishable between e(P, P )abc from a random
element in GT , given P , aP , bP and cP .
H1 : {0, 1}∗ → G1 is a hash function that maps a string
{0, 1}∗ to an element in G1. H2 : GT → {0, 1}λ is a hash
function that converts an element in GT to a string {0, 1}λ.

TX
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Fig. 4. Overview of Protocol CORE Π.

PRNG(·)→ {0, 1}λ is a secure cryptographic random number
generator. Assume a polynomial of degree t− 1 is y = a0 +
a1x+a2x

2+...+at−1x
t−1. Given a set of t points on the poly-

nomial, i.e., (x1, y1), (x2, y2), ..., (xt, yt), a0 can be recovered
according to Lagrange interpolation theorem where a0 =
t∑

i=1

yi
t∏

j=1,j ̸=i

xj

xj−xi
. Less than t points cannot reconstruct a0.

C. Detailed Protocol Π
We design six polynomial-time algorithms, including Wit-

nessKeyGen, UserKeyGen, ReferGen, Enc, CmtConfirm and
Dec, and use them to construct the protocol Π which is
formally illustrated in the Fig. 5.

1) Initiate Keys: We design the WitnessKeyGen and
UserKeyGen algorithms for initiating witnesses keys and
user keys. These two algorithms only need to be run once.

The algorithm (SKiw, PK
i
w) ← WitnessKeyGen(G1,Z∗

p)
works in a distributed way, and generates witnesses’
keys without a trusted authority. First, each witness
Wj , j = 1, 2, ..., n randomly selects a polynomial
fj(x) = aj0 + aj1x + aj2x

2 + ... + aj(t−1)x
t−1 of degree

t − 1, where ajd ∈ Z∗
p, d = 0, 1, 2, ..., t − 1. Wj calculates

and publishes the commitment to coefficients as Ajd = ajdP .
Then, Wj derives fj(i) and privately sends fj(i) to Wi,
i = 1, 2, ..., n. Let sij = fj(i). Each witness Wi can verify
the correctness of the received share sij from Wj by checking

if sijP =
t−1∑
d=0

idAjd holds, and only accept the correct share.

Each witness Wi obtains its private key as si =
n∑

j=1

sij ,

i.e., SKi
w = si. The public key of witness Wi is derived as

PKi
w = ⟨P, siP,Ai0⟩ where Ai0 = ai0P . Others can verify

siP by checking if siP =
n∑

j=1

(
t−1∑
d=0

idAjd), which ensures that

the public key of Wi matches with si and the related shares.
Please note that, as a share sij from a witness Wi is verifiable,
even if witness Wi is compromised, others can still finish keys
generation by complaining and excluding the disqualified
witness and only considering shares from qualified witnesses
[6]. We consider a qualified set that contains n witnesses.

Then a recipient R derives its key pair based on the public
keys of n witnesses, and runs the algorithm (SKu, PKu) ←
UserKeyGen(PK1w, PK2w, ..., PKnw,Z∗

p). The recipient first ran-
domly selects u ∈ Z∗

p as its private key, i.e., SKu = u,

then derives its public key as PKu = ⟨uP, u
n∑

i=1

Ai0⟩, where
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CORE protocol Π runs over a blockchain net-
work B with an arbiter smart contract L and
n witnesses. Π interacts with a data owner
O identified by idO, and a data recipient R.
The generator P of G1 is a public parameter.

Initiate Keys
• Witness Wi, i = 1, 2, ..., n runs algorithm
(SKiw, PK

i
w) ← WitnessKeyGen(G1,Z∗

p) to derive
its key pair.

• Recipient R runs algorithm (SKu, PKu) ←
UserKeyGen(PK1w, PK

2
w, ..., PK

n
w,Z∗

p) to initiate
its key pair.

Propose Transaction TXcore
p

• Owner O generates a transaction reference as r ←
ReferGen(λ).

• Owner O encrypts private data m, and gets
its ciphertext by running the algorithm c ←
Enc(m, PKu, r, idO). O puts c and r as parameters
of transaction TXcore

p (r, c, R). Then owner O sends
a request (send, TXcore

p (r, c, R)) to Π.
• On receiving (send, TXcore

p (r, c, R)), send
TXcore

p (r, c, R) to the blockchain network B.
Validate Transaction TXcore

p

• B orders transaction TXcore
p following a consensus

protocol. An arbiter smart contract L verifies data
in the transaction and/or manages tokens. B outputs
Itx which indicates the validity of TXcore

p .
• Each witness Wi, i = 1, 2, ..., n continually

monitors and confirms committed transactions.
Only if the transaction TXcore

p is committed,
Wi publishes a commit confirmation key as
CKi ← CmtConfirm(TXcore

p , SKiw).
Reveal Private Data

• Recipient R obtains c from a valid transaction
TXcore

p , and gets the published CKi from Wi. When
R obtains t or more commit confirmation keys, R
recovers the private data by running algorithm m←
Dec(c, SKu, CK1,w, CK2,w, ..., CKt,w). With in-
sufficient CKs, R cannot derive the private data.

Fig. 5. A Real-World Protocol Π of CORE

Ai0 is a part of PKiw. Please note that others such as an
owner can verify whether the recipient’s public key PKu is
derived based on the witnesses’ public keys by checking

if
n∏

i=1

e(uP,Ai0) = e(P, u
n∑

i=1

Ai0) holds. A correct PKu

ensures that the recipient has to obtain signatures, i.e., commit
confirmation keys, of witnesses to perform decryption.

2) Propose Transaction TXcore
p : When a private data

owner O, who is identified by a blockchain address idO, wants
to transfer the private data m to a recipient R through a trans-
action, the owner first derives a transaction reference r and
runs algorithm r ← ReferGen(λ). Reference r is generated

by a random number generator PRNG(·), and r = {0, 1}λ.

Then the owner encrypts the private data m using the
transaction reference r, its identifier idO and the public key
PKu of a specific recipient, and obtains the ciphertext c. The
encryption algorithm c ← Enc(m, PKu, r, idO) has four main
steps. (i) The owner verifies the correctness of the recipient’s
public key PKu, as introduced previously. If it is correct,
the encryption continues. (ii) The owner randomly selects
k ∈ Z∗

p, and calculates kP . (iii) The owner concatenates idO
after the reference r and gets σ = r||idO, where || denotes
the concatenation of two strings. Then the owner derives a

symmetric key as K = e(ku
n∑

i=1

Ai0,H1(σ)); (iv) The owner

uses the symmetric key K to encrypt private data m, and ob-
tains the ciphertext c = ⟨kP,Cm⟩, where Cm = m⊕H2(K).
As a result, the decryption of such a ciphertext will require
both the witnesses’ signatures on r||idO and the recipient’s
private key u. Now, the owner can use r and ciphertext c as
two parameters to create a transaction TXcore

p (r, c, R), and
trustingly broadcast this enforced transaction to the blockchain
network. Please note that, the owner’s address idO is assigned
by the blockchain system to the initiator address field of
TXcore

p such as the From field in an Ethereum transaction.

Choice of transaction reference r. Transaction hash cannot
perform as r since the owner needs r for encryption before a
transaction is created. The Timestamp field in a transaction
cannot work as r since two transactions may have the same
Timestamp. We use a strong random number generator
PRNG(·) to generate the transaction reference r which
negligibly repeats itself. A random number as r is generic
and applicable to mainstream blockchains such as Ethereum,
Hyperledger Fabric and so on.

3) Validate Transaction TXcore
p : The blockchain network

B follows a consensus protocol to bundle the transaction into
a new block, and runs an arbiter smart contract L to verify
data in TXcore

p and manage tokens. The time it takes to
commit a transaction to the ledger is undeterministic, and the
transaction may fail due to faults and vulnerabilities in the
blockchain system as analyzed in Section III-B.

The witness Wi, i = 1, 2, ..., n keeps monitoring
the blockchain network, and periodically (one period is
one block) confirms the commit of new transactions in
a new block. After the private data transfer transaction
TXcore

p (r, c, R) is committed, witness Wi runs algorithm
CKi ← CmtConfirm(TXcorep , SKiw) to attest to the commit, re-
gardless of how long the commit process takes. Wi parses the
reference r and the transaction initiator (the owner) identifier
idO in the fields of committed TXcore

p , and gets σ = r||idO.
Wi uses its private key SKiw to sign σ, obtains a commit
confirmation key as CKi = siH1(σ), and publishes the CKi on
any public bulletin board (or the internet). CKi is publicly veri-
fiable. Anyone can verify CKi by checking if e(siP,H1(σ)) =
e(P, CKi) holds. An honest witness does not sign a transaction
that fails or has not passed the validation, e.g., a failed HTLC
withdrawal transaction that has surpassed the time lock T .
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4) Reveal Private Data: If TXcore
p is successfully com-

mitted and t (or more) witnesses publish CKi,w, i =
1, 2, ..., t and w ∈ {1, 2, ..., n}, the recipient can re-
cover the private data by running the algorithm m ←
Dec(c, SKu, CK1,w, CK2,w, ..., CKt,w). CKi,w = (xi, yi)
where xi = w and yi = CKw, and CKi,w is from the
w-th witness. Recipient R obtains the ciphertext c from a
committed TXcore

p (r, c, R) in the ledger, and obtains commit
confirmation keys from a public bulletin board or directly from
witnesses. The recipient first uses its private key SKu and any
t published commit confirmation keys {CKi,w, i = 1, 2, ..., t}
to recover the symmetric key, i.e.,

K
′
= e(kP,

t∑
i=1

yi

t∏
j=1,j ̸=i

xj

xj − xi
)SKu . (2)

K
′

is actually equal to the owner generated symmetric key K.
Then the recipient can obtain the private data by calculating
m = Cm ⊕ H2(K

′
). With less than t commit confirmation

keys, recipient R cannot recover the private data m.
Correctness Analysis. We now analyze the correctness of

the algorithm Dec. Assume f(x) =
n∑

i=1

fi(x). Then the Wi’s

secret key si = f(i) and f(0) =
n∑

i=1

ai0. According to

Lagrange Interpolation Theorem, f(0) can be obtained by t
points on polynomial f(x) of degree t− 1. We have

K
′
= e(kP,H1(σ)

t∑
i=1

f(xi)
t∏

j=1,j ̸=i

xj

xj − xi
)u

= e(P,H1(σ))kuf(0).

(3)

Similarly, we have

K = e(ku
n∑

i=1

(ai0P ),H1(σ)) = e(P,H1(σ))
ku

n∑
i=1

ai0

.

(4)
Therefore, we have K

′
= K, and Cm ⊕ H2(K

′
) = m ⊕

H2(K)⊕H2(K
′
) = m. The decryption algorithm is correct.

According to equations (3) and (4), σ = r||idO in algo-
rithms Enc and CmtConfirm ensures that the ciphertext c can
only be decrypted through a transfer transaction TXcore

p (r, c)
initiated by the owner O with the identifier idO. Please note
that a blockchain system does not allow other entities than the
owner O to use idO in the initiator field of a transaction.

D. Witnesses Selection and Incentive

Several properties of CORE allow the blockchain commu-
nity to construct witness services by majority-honest com-
mittees, to ensure the data security of the special type of
private data transfer transactions with a profit motive. First,
private data remains confidential to all witnesses, and CORE
can tolerate a fraction of malicious witnesses. Second, commit
confirmation keys from witnesses are publicly verifiable with
witnesses’ public keys and the reference and initiator address
of a committed transaction, making it easy to audit witness
behaviors. Third, the role of a witness is limited to signing

the reference of a committed transaction. Its workload is
minor as demonstrated in Section VI. In public blockchains
like Ethereum, existing RPC service [33] providers such as
Infura could further integrate the witness services to expand
business and attract more users. Recipients could subscribe
the witness service for querying the commit confirmation keys
like subscribing RPC services for querying blockchain states.
Organizations involved in a permissioned blockchain could
perform as witnesses, such as hospitals and research institu-
tions in a Fabric-based healthcare data sharing system [5].

V. SECURITY ANALYSIS

In this section, we first formally prove that the real-world
protocol Π of CORE is secure, and then analyse that CORE
can resist faults and failures in a blockchain system.

A. Security Proof

Theorem 1. The real-world CORE protocol Π securely real-
izes the ideal functionality F and is secure under Definition
1, given secure cryptographic primitives and a maximum of
t− 1 malicious witnesses.

Proof. We show that the ideal world and the real world are
computationally indistinguishable for adversary A which runs
P.P.T. algorithms. Adversary A can get the inputs and outputs
of the corrupted parties. The owner is honest as discussed in
Sec. III-C. The adversary can corrupt at most t− 1 witnesses
and/or the recipient. We consider private keys of honest
parties are secure because of the DL assumption. To formally
prove Theorem 1, we construct simulators for each possible
corruption case and prove that Sim can simulate views where
A cannot distinguish the real world from the ideal world.

Case 1. t−1 Malicious Witnesses and Malicious Recipient.
There exists a P.P.T. simulator SimWR such that for adversary
A that corrupts both the recipient and at most t−1 witnesses,
it holds that the view of Π in the presence of adversary A
is computationally distinguishable from the view in the ideal
world with SimWR. SimWR works as follows.

1) SimWR invokes F and obtains the outputs of F including
the transaction validity indicator Itx, data m and idO.

2) SimWR samples the random keys for witness Wi,
i = 1, 2, ..., n by running algorithm (S̃K

i

w, P̃K
i

w) ←
WitnessKeyGen(G1,Z∗

p) and sends these keys to A.
3) SimWR samples the random keys of the

recipient by running algorithm (S̃Ku, P̃Ku) ←
UserKeyGen(P̃K

1

w, P̃K
2

w, ..., P̃K
n

w,Z∗
p) and sends them to A.

4) SimWR samples random messages r′ and m′, and gets
ciphertext c′ ← Enc(m, P̃Ku, r

′, idO). SimWR generates
a transaction T̃X

core

p (r′, c′, R) and sends it to A.
5) If Itx = 1, SimWR generates t commit confirmation

keys C̃Ki′ ← CmtConfirm(T̃X
core

p , S̃K
i′

w) and sends
them to A. A outputs m by running algorithm
m ← Dec(c′, S̃Ku, C̃K

1,w
, C̃K

2,w
, ..., C̃K

t,w
); When

Itx = 0, if A does not generate or send commit
confirmation keys, SimWR does not act and A will not
obtain the information about decryption keys and data m.
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If A generates and sends out t−1 corrupted commit con-
firmation keys, SimWR emulates its behavior by sending
t−1 corrupted commit confirmation keys to the recipient.

We now prove that A cannot distinguish the view in the
ideal world from the real-world Π executions. Due to the DDH
and DBDH assumptions, the simulated keys and ciphertext c′

in the ideal world and the keys and ciphertext c in the real
world are computationally indistinguishable for adversary A.

In case of Itx = 1, A can recover m from the ciphertext in
both the ideal and real worlds.

In case of Itx = 0 and A does not generate commit
confirmation keys, A will not obtain keys and cannot derive
m in both ideal and real worlds.

In case of Itx = 0 and A sends t− 1 commit confirmation
keys to the recipient, A cannot derive m in both ideal and real
worlds. Recall that H1(σ) ∈ G1, and assume H1(σ) = yP .

The key K = e(P,H1(σ))kuf(0), where f(0) =
n∑

i=1

ai0.

f(0) is unknown since t − 1 witnesses cannot recover f(0)
or f(0)P according to Lagrange interpolation theorem.
It is computationally hard to find e(P, P )ykf(0) without
knowing y, k and f(0) according to the BDH assumption.
Consequently, A cannot find e(P, P )ykuf(0) or recover m,
even if A has S̃Ku. IDEALL

F,Sim ≈ REALL
Π,A holds.

Case 2. t−1 Malicious Witnesses. Adversary A corrupts at
most t−1 witnesses and the recipient is honest. The simulation
and the proof are similar to those in Case 1. A simulator
SimW generates a transaction T̃X

core

p (r′, c′, R) and sends it
to A. IDEALL

F,Sim ≈ REALL
Π,A holds due to DBDH.

Specially, when Itx = 1, A can get t − 1 commit
confirmation keys from corrupted witnesses, and may also
get one or more valid commit confirmation keys from
honest witnesses since they are publicly verifiable. SimW

sends t or more C̃K
i,w

to A. We prove that even A gets
t or more C̃K

i,w
, A cannot obtain m in both the real

and ideal worlds. K = e(P,
t∑

i=1

yi
t∏

j=1,j ̸=i

xj

xj−xi
)ku, where

yi = C̃Kw = swH1(σ). Assume
t∑

i=1

yi
t∏

j=1,j ̸=i

xj

xj−xi
= xP .

Without knowing x, k and S̃Ku, it is computationally hard to
find e(P, P )xku given P , kP , xP and uP . That is, it is com-
putationally hard for A to obtain symmetric key K or recover
m, though A knows t or more commit confirmation keys.

Case 3. Malicious Recipient. Adversary A only corrupts
the recipient, and witnesses are honest. The simulation and the
proof are similar to those in Case 1 about simulating messages
to the recipient. If Itx = 1, a simulator SimR generates
{C̃K

i,w
, i = 1, 2, ..., t} and T̃X

core

p (r′, c′, R), and sends them
to A. If Itx = 0, A does nothing. IDEALL

F,Sim ≈ REALL
Π,A

holds according to DBDH and BDH.
Case 4. All are Honest. Both the witnesses and the recipient

are honest, which is a special case. Simulation in this case is
straightforward, and IDEALL

F,Sim ≈ REALL
Π,A holds.

Claim. In both transaction commit and failure cases,
witnesses are unable to obtain the private data m. In the

transaction failure case, the recipient cannot obtain m, thereby
achieving security goals and guaranteeing the owner fairness,
when at most t− 1 witnesses and the recipient are corrupted.

B. Analysis
The message delivery delays in an asynchronous network

will not affect the security of CORE, because CORE does not
rely on a predetermined bound on message delivery time. The
worst case with CORE is that the delivery of CKi from a
witness to a recipient may be delayed to an unknown bound,
but it eventually can reach the destination. Firstly, CORE
can tolerate a certain number of fault witnesses. Additionally,
the blockchain community can audit which witnesses do
not function correctly since CKi is publicly verifiable. The
community can fix the delay issue, unless adversaries can
indefinitely delay commit confirmations keys. Therefore, the
delayed CKi messages will not cause irreversible damage in
CORE. Please recall that, the delays can cause irreversible
damage in existing fair exchange protocols, such as the
owner permanently being unable to receive payment after T
when the delay causes the transaction failure. By following
CORE to transfer private data through a transaction, existing
application still can ensure the private data security and
owner fairness under an asynchronous communication model.

When contract execution errors or endorsements checking
errors occur on blockchain nodes, a transaction fails.
Witnesses do not sign the failed transaction and then the
encrypted private data cannot be recovered. With CORE, the
disclosure of the private data will align with a committed
transaction, thus ensuring the accurate sequence of data
sharing in the ledger for auditing purposes.

VI. EVALUATION

In this section, we present our implementation of CORE,
evaluate its performance over representative public and
permissioned blockchains, and show the generality of
private data transfer transactions and the need of CORE in
mainstream blockchains.

A. Setup

We develop the six polynomial-time algorithms in CORE
based on a pairing cryptography library bn256 in Golang.
We set up 7 witnesses that are located across the world,
and each of them runs in a Vultr cloud server with Ubuntu
18.04 and only 2GB memory. In Ethereum, witnesses obtain
the latest block through RPC service providers that monitor
different nodes in Ethereum. Table II shows the geographical
distribution of 7 witnesses, and their corresponding RPC
services in Ethereum. In Hyperledger Fabric, each witness
interacts with a Fabric node to get the latest block.

Ethereum. We implement CORE over a Ethereum test
network named Goerli. A witness server uses a Golang library
go-ethereum to interact with Goerli through a RPC service
provider. The witness queries the latest committed block every
5 seconds, then parses its transactions, and derives and stores
commit confirmation keys (CKs) in a CouchDB database. Each
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TABLE II
Distribution of Witnesses and the Corresponding

RPC Services in Ethereum

Witness Num 1 2 3 4

Location New Jersey California London Seoul

RPC Service Infura BlockPI Alchemy Ankr

Witness Num 5 6 7

Location Singapore Sydney Toronto

RPC Service Blast OnFinality Omnia
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witness server can be queried with a HTTP Get request with
a transaction hash for the corresponding CK.

Hyperledger Fabric. We work on Hyperledger Fabric v2.3.3,
and build a test network with 7 nodes on multiple Vultr
cloud servers with Ubuntu 18.04 and 8GB memory. The block
generation period is set as 10s. A witness is developed in
Golang with a CouchDB database, and interacts with the test
network with the Golang Fabric SDK. The Fabric witness
queries the latest block every 5 seconds, then parses the block
and derives and stores CKs. It also provides a HTTP service
for users querying the published CKs.

B. Performance
We use the same test data set that contains private data

of different sizes to evaluate the performance of CORE in
different blockchains, and run each case 20 times.

Algorithms Performance. The boxplots in Fig. 6 shows
the performance of the developed six algorithms of a (4, 7)-
threshold CORE written in Golang on a computer running
Ubuntu 18.04 with 32 GB memory. It takes less than 3.5 ms
for each algorithm to perform their work efficiently.

Performance in Public Blockchain. In Ethereum’s Goerli
test network, we deploy a HTLC smart contract in Solidity.
We apply a (4, 7)-threshold CORE to its withdrawal trans-
action, i.e., a private data transfer transaction. Fig. 8 shows
that CORE incurs negligible transaction latency overhead.
When a recipient attempts to obtain private data once the
transaction is committed, CORE incurs some overhead due
to time cost of collecting sufficient CKs from witnesses,
although the overhead amount is relatively small. Fig. 9
illustrates that the withdrawal transactions with CORE incur
more gas cost, because we deliver additional data such as
the transaction reference in the transaction. Assuming the
gas price is 50 gwei, we calculate the cost in terms of
Ether. It can be observed that the monetary cost overhead
is acceptable. Our HTLC contract and the related with-
drawal transactions can be found via the contract address
0x4D46599A814bfd8fBE629F969a115F0104bcfb9C through
the Goerli EtherScan explorer.

Performance in Permissioned Blockchain. In the
Hyperledger Fabric test network, we deploy an official
smart contract example in Golang which involves private data
transfer transactions. Fig. 10 shows that CORE has negligible
overhead in the private transactions latency in Hyperledger

Fabric. Please note that a transaction in Fabric does not have
gas cost like Ethereum. When a recipient attempts to recover
the private data, collection sufficient commit confirmation
keys incur minor overhead, in comparison to directly querying
the private data from the ledger without using CORE.

Impact of Number of Required Witnesses on Performance.
The number of witnesses does not affect the encryption time
or transfer transaction latency, as witnesses are not involved
in the encryption or transaction commit process. Witnesses
come into play only after transaction commit. The number of
required witnesses, i.e., the threshold, may impact the time
it takes for the recipient to get the original private data, as
the recipient needs to collect the threshold number of CKs
from the witnesses. Fig. 7 demonstrates that the average time
overhead of getting data (of 256 bytes) increases as the number
of required witnesses rises. It takes a few seconds for the re-
cipient to collect sufficient CKs over either Ethereum or Fabric
networks. This is mainly due to the witnesses being distributed
across the world and monitoring different blockchain nodes.
Witnesses may attest to the commit of the same transaction at
varying times. The delay is acceptable in most applications.

C. Generality of Private Data Transfer Transactions
We identify a HTLC smart contract in Ethereum by search-

ing common keywords such as htlc, hashtimelock, hash op-
erators like keccak256, preimage and keyword combinations
in source codes of smart contracts. Fig. 11 shows 11 popular
Ethereum HTLCs that were involved in 26179 transactions
which include 11439 withdrawal transactions. By analyzing
deposit transactions, we find 11 HTLCs locked 1509.47 Ethers.
159 withdrawal transactions which contain private data have
execution errors such as out of gas. The withdraw transactions
with errors disclose the private data as discussed in Sec. III-B1.

We analyze Hypereldger Fabric projects on GitHub, since
it is difficult to obtain permissions to access real-world per-
missioned blockchains. A Fabric project maintaining private
data should configure a “.json” file using specific keywords
[19]. As shown in Fig. 12, we identify 6653 Fabric projects
from 2018 to 2022, and 364 projects adopt the private data
mechanism which was first introduce in 2018.

VII. DISCUSSION ON RECIPIENT FAIRNESS

An honest recipient R should be guaranteed to derive the
correct private data m from the ciphtertext c after the transfer
transaction is committed. The recipient fairness can be ensured
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with private data

following techniques like zero knowledge proof (ZKP) used by
existing protocols outlined in Section II. Prior to transferring
the data, the data owner can utilize ZKP [2] to prove to the
recipient that h is the hash of the ciphtertext c, as well as
c is derived from the correct private data m using CORE,
without disclosing either the private data or the ciphtertext.
The proof can be completed off-chain and will not interfere
with our CORE protocol. Subsequently, the recipient can use h
to lock tokens and utilize an arbiter smart contract to validate
weather the delivered data matches the hash h. A successfully
committed CORE-enforced transfer transaction indicates that
the owner has disclosed the correct c matching with hash h,
allowing for the recovery of the correct m from c.

VIII. RELATED WORK

We now compare CORE with related work that shares some
similarities but cannot address the private data leak issues.

Timed Release Encryption (TRE) solves the problem
of sending information into the future. Witness encryption
[34] based TRE requires several hours for encryption and
decryption [35]. A trusted time server based TRE [36] is
efficient, but cannot tolerate a single-point failure. It can send
a message to a future time like 11:59PM EDT, August 1, 2024,
but is not well-suited for the blockchain context because the
commit time of a transaction is unpredictable.

Threshold Cryptosystem. In secret sharing [6], a secret
is divided into multiple shares. A predetermined number of
participants with shares can reconstruct the original secret.
In a threshold cryptosystem [7], [8], the decryption key of
a ciphertext is shared among n parties. Any t out of n parties
can work together to recover the plaintext. With these typical
constructions, private data cannot be kept invisible to witnesses
as our CORE does. In addition, these constructions do not
have an appropriate parameter to perform as the transaction

reference in the blockchain context. The witness encryption
based on threshold signatures [9] does not considers the private
data transfer scenario, and cannot used to maintain the private
data confidential from witnesses and unintended parties.

Proxy Re-Encryption (PRE). In PRE, a sender generates
a ciphertext and a re-encryption key. A proxy uses the re-
encryption key to convert the sender’s ciphertext into another
ciphertext, which a recipient can decrypt [37]. This convert
does not involve any keys of the proxy. Anyone including the
recipient can perform as the proxy. In a PRE-based fair trade
protocol [38], a data owner sends the re-encryption key to the
smart contract through a transaction. With the re-encryption
key in a failed transaction, the recipient itself still can convert
the previously received ciphertext, and then decrypt it. This
trade protocol also has the private data disclosure issues.

Zero Knowledge Proof. ZKP is a powerful data privacy
protection tool in blockchains, but cannot solve the proposed
data leakages issues, as it cannot control the timing of private
data release. In the scenarios discussed in this paper, the data
should be obtained by the recipient in case of transaction com-
mit for exchange or sharing, and should be kept confidential
when the transaction fails. ZKP cannot achieve conditional
decryption like CORE.

Off-Chain. An off-chain scheme for data privacy protection
may still involves transferring private data on-chain to claim
payment, such as PrivacyGuard [39]. It executes the smart
contract off chain and commits the execution results to the
blockchain through a transaction named CompleteTransaction,
which carries a key Kresult. PrivacyGuard does not set up a
time lock T like HTLC, thus the owner of data Kresult can
intentionally not claim the payment so as to lock the data
buyer’s tokens for indefinite time. If PrivacyGuard adopts the
time lock to address the indefinite data locking issue above,
it has the similar private data leak issue like HTLC, which
can be addressed by our approach.

IX. CONCLUSION

In this paper, we identify and address the private data leak
issues caused by failed transactions in blockchain applications.
We perform a holistic study of private data transfer transac-
tion failures due to faults in both public and permissioned
blockchains. We then design the transaction commit-controlled
release (CORE) protocol based on bilinear pairing cryptogra-
phy and threshold cryptography. A group of n witnesses are
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introduced to monitor the blockchain network and generate
commit confirmation keys for a committed transaction. A
recipient has to obtain t out of n commit confirmation keys to
recover the private data from the ciphertext transferred in trans-
actions and can only derive the private data when the transfer
transaction does not fail and is committed. In CORE, witnesses
cannot derive the private data. Our extensive analysis and
experiments validate the security and performance of CORE.
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