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Abstract—In many social networks (SNs), social individuals often need to work together to accomplish a complex task (e.g.,
software product development). In the context of SNs, due to the presence of social connections, complex task allocation must
achieve satisfactory social effectiveness; in other words, each complex task should be allocated to socially close individuals to
enable them to communicate and collaborate effectively. Although several approaches have been proposed to tackle this so-
called social task allocation problem, they either suffer from being centralized or ignore the objective of maximizing the social
effectiveness. In this study, we present a distributed multiagent-based task allocation model by dispatching a mobile and
cooperative agent to each subtask of each complex task, which also addresses the objective of social effectiveness
maximization. With respect to mobility, each agent can transport itself to a suitable individual that has the relevant capability.
With respect to cooperativeness, agents can cooperate with each other by forming teams and moving to a suitable individual
jointly if the cooperation is beneficial. Our theoretical analyses provide provable performance guarantees of this model. We also
apply this model in a set of static and dynamic network settings to investigate its effectiveness, scalability and robustness.
Through experimental results, our model is determined to be effective in improving the system load balance and social
effectiveness; this model is scalable in reducing the computation time and is robust in adapting the system dynamics.

Index Terms—Complex task allocation, social networks, multiagent, social effectiveness, load balancing

1 INTRODUCTION

Today’s many online social networks (SNs) [1], such as
LinkedIn [2] and GitHub [3], provide a good market-

ing platform for enterprises, organizations or indi-
viduals conducting business. Through social network
platforms, the enterprises (organizations or individuals)
post their tasks to all users and recruit a set of profession-
al users to accomplish their tasks. In this so-called social
task allocation problem, we especially focus on the cases
where tasks are complex. The complex tasks differ from
common tasks in the sense that each complex task con-
sists of a set of interdependent subtasks that require co-
ordination with one another. In the context of SNs, the
success of completing a complex task depends not only
on how professional the recruited users are [4][5] and
how many workloads these recruited users undertake
[6]1[7], but also on how effectively they can communicate
to perform the interdependent subtasks [8-10].

We can consider the following scenario as a motivating
example. An IT manager in LinkedIn wants to recruit a
team of software engineers that can meet the skill re-
quirements of a complex software product P, which in-
cludes six activities {Requirement Analysis (RA), Architec-
ture Design (AD), Implementation (IM), Testing (TE), De-
ployment (DE), Maintenance (MA)}. During software de-
velopment, collaboration among the developers is often
required for accomplishing the interdependent activities
[11]. The interdependent relationships among these activ-
ities are shown in Fig. 1(a), where an edge between two
activities indicates that the engineers who perform the
two activities must communicate to complete them suc-
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Fig. 1. A simple complex task allocation example in a social network.
(a) the complex task P={RA, AD, IM, TE, DE, MA}; (b) the social
network; (c) task allocation Scheme 1 of satisfying P’s skill require-
ments ( the arrow represents the task allocation and the dash line
represents the necessary communication and the number attached
to each dash line represents its communication cost); (d) task alloca-
tion Scheme 2 of alleviating employers’ workloads; (e) task allocation
Scheme 3 of improving employers’ communication efficiency.

cessfully. For example, the engineer who performs Testing
must communicate with the Implementation engineer to
debug and optimize the software. Next, assume that there
are six engineers {aili=1,...,6} who are interconnected by a
social network, and each is endowed with certain skills:
ar={RA}, a:={AD,IM,TE}, as={IM}, a+={IM,TE}, as={DE} and
a={RA,DE,MA} (Fig. 1(b)). In Fig. 1(b), the connections
among the engineers represent communication possibili-
ties and the number attached to each connection repre-
sents the communication cost. The smaller the communi-
cation cost, the less effort is required for efficient commu-



nication [12-15].

By only considering building a team of engineers that
can satisfy all of the skill requirements of P, the manager
can allocate activities {RA, AD, IM} to a2 and {TE, DE, MA}
to as (Scheme 1, Fig. 1(c)). However, in Scheme 1, engi-
neers a2 and as might be overburdened with multiple ac-
tivities, and these activities would have to wait for a long
time to be executed. By considering alleviating the heavy
workloads of the employees, the manager can allocate the
activities {RA}, {AD}, {IM}, {TE}, {DE} and {MA]} to engi-
neers ai (i=1,...,6), respectively (Scheme 2, Fig. 1(d)). In
Scheme 2, however, the engineers might spend too much
effort on communication when conducting interdepend-
ent activities, which will also degrade the benefit of
product P. By considering improving the employees’
communication efficiency, the manager can allocate {RA}
to a1, {AD, IM} to a2, {MA} to a3 and {TE, DE} to as (Scheme
3, Fig. 1(e)). Scheme 3 is superior to Scheme 2 in that it
employs a team of well-connected engineers that can col-
laborate with the less communication cost while preserv-
ing their small workloads.

Therefore, an efficient social task allocation approach
should not only focus on finding a set of employers that
have the necessary skills and a fair allocation of the work-
loads among the employers but also address the objective
of maximizing the social effectiveness. Social effectiveness
is the indicator used to determine how effectively social
individuals can communicate. In many SNs, social con-
nection always represent a positive relationship among
individuals, such as friendship in acquaintance networks
[16], partnership in collaboration networks [5] and loca-
tion proximity in opportunistic mobile networks [17].
Therefore, in this paper, we simply use the measure social
distance to quantify the social effectiveness: socially closer
individuals yield higher social effectiveness (i.e., they can
communicate with one another more effectively) [18].

To the best of our knowledge, the first work to address
the objective of maximizing the social effectiveness when
addressing the social task allocation problem was by
Lappas et al. [2]. The work of Lappas et al. [2] was fur-
thered investigated by considering several variants with
some additional constraints [3][8-10]. Unfortunately, all of
these studies require a central authority that maintains
information on all of the users and can communicate with
them directly for task allocation in a centralized manner.
Although centralization can provide a rigorous quality
guarantee, the poor robustness and high computational
complexity make it unacceptable for large-scale SNs
[19][20]. Against this background, this paper introduces a
novel distributed task allocation model by utilizing mul-
tiagent technology [21-24]. In the proposed model, imme-
diately when a complex task arrives to the system, a mo-
bile and cooperative agent is dispatched to each subtask
of the complex task. With respect to the mobility, each
agent can transport itself to a suitable user in such a way
that the user i) can perform the subtask it carries, ii) can
communicate with other users effectively and iii) under-
takes small workloads. With respect to cooperativeness,
agents can cooperate with each other by forming teams
and moving to a suitable user jointly if cooperation can
mitigate load unfairness and increase social effectiveness.

Thus, the main contribution of this paper is to propose
a distributed social task allocation model for the first time
with the aims of both load balancing and social effective-
ness maximization. Moreover, because our cooperation
mechanism is implemented by the agents that queue at

IEEE TRANSACTIONS ON EMERGING TOPICS IN COMPUTING

the same user, it avoids causing heavy network traffic for
agents’ negotiations. We evaluate the proposed model
both theoretically and experimentally. Through theoreti-
cal analyses and experiments, we determine that the pro-
posed model 1) can converge to a stable solution in poly-
nomial time; 2) is efficient in improving the system load
balance and social effectiveness; 3) reduces the computa-
tion time significantly compared to all conventional mod-
els and 4) adapts to network dynamics quickly, making it
a desirable option for dynamic large-scale applications.
The remainder of this paper is organized as follows. In
the next section, we give the definition of the social com-
plex task allocation problem and its objective; in Section 3,
we propose the multiagent-based task allocation models
with non-cooperative and cooperative agents. In Section
4, we analyze our model’s properties, and Section 5 con-
ducts a set of experiments to evaluate our model’s effec-
tiveness, scalability and robustness. In Section 6, we pro-
vide a brief review of related work on task allocation
among social network subjects. Finally, we present our
paper’s conclusions and discuss future work in Section 7.

2 PROBLEM DESCRIPTION

2.1 Notations

We consider the social complex task allocation problem
consisting of a social network SN and a set of complex
tasks I'={CT1,CT,...,CTx}. The social network SN=<N, E> is
an undirected graph, where N={ni,n,...,nu} is the set of
nodes (hereafter, we use the terms “node”, “user” and
“individual” interchangeably) and V(n;nj)eE indicates
the existence of a connection between nodes ni and #;. The
connections among the nodes represent communication
possibilities. Let there be I types of available capabilities
of nodes C={ci,cz...,a} in a SN. Each node nieN owns
some capabilities O«ESC, which make it eligible to per-
form the subtask that requires the capability cje Oni.

A complex task is a task that can be divided into sever-
al subtasks that are dependent on one another [24]. Each
complex task CTiel then can be represented by an undi-
rected graph <TV, TE>, where TV={ti,tz,... ti} is the set of
subtasks of CT;, and V(¢ tis)eTE indicates that ti and ti
are interdependent on one another'. Each subtask tjeTV
then can be defined by a 3-tuple <R(tj),Q(ti).n(ti)>, where
R(tj)EC is the capability that the subtask f; requires (for
simplicity, we assume that each subtask requires only a
single capability, i.e., |R(tj)|=1). The interdependent sub-
task set Q(tiy)={ti|(tj, tx)eTE} represents the relevant sub-
tasks that tj must coordinate with. The node location
function n(t;): TV—N indicates the node on which t; is
allocated. A wvalid task allocation ® is defined as the
mapping of subtask VtieTV to a node nx such that nx has
the capability to perform t; (i.e., R(tj)€Onm).

2.2 Objectives

2.2.1 Load Balancing

As discussed earlier, one of the main objectives of social
complex task allocation is load balancing, i.e., assign the
subtasks among the nodes as evenly as possible such that

1 In this paper, we assume that there are no rigorous precedence orders
among the interdependent subtasks, which is reasonable in real-world
applications. For example, during the development of a software product,
although the Implementation activity occurs prior to the Testing activity,
the Implementation engineer must also wait for the Testing engineer’s
feedback for debugging and optimization.



WANG AND JIANG: MULTIAGENT-BASED ALLOCATION OF COMPLEX TASKS IN SOCIAL NETWORKS

no subtask must wait very much time to be executed.
There are many measures to quantify the load balance
extent, such as the maximum load over all of the nodes [7]
and the standard deviation of nodes’ loads [22]. However,
to reflect the advantage of our muliagent-based task allo-
cation model (presented in Section 3), we adopt an alter-
native load balance measure, which can be called the so-
cial waiting cost.

Definition 1. Social waiting cost. Given a valid allocation @
of subtask Vtje CTi (CTiel) to a node nkeN, the social waiting
cost of all of the subtasks, SWC(D), is defined as follows:

swe@)=3 L, (L, +1/2 (1)

where L.=I{tix|n(tx)=ni}! is the number of subtasks that
are allocated on node ni. For a given node n;, let the num-
ber of subtasks that are allocated on n: be Lu; then, the
first subtask must wait one unit of computation time to be
completed, the second subtask must wait two units of
computation time, and inductively, the Luth subtask must
wait Lu units of time. The total waiting cost of the sub-
tasks allocated on node i then is S Q=L (L, +1)/2"

Isi<L,,
This social waiting cost definition is motivated by [23],
which is powerful enough to quantify the load balance
extent.

Property 1: Given a social task allocation problem, the smaller
the social waiting cost of a valid allocation @, the more balance-
able the allocation @ is.

2.2.2 Social Effectiveness

In addition to aiming at a fair allocation of subtasks
among the nodes, these allocated nodes should also
communicate with one another effectively in such a way
that they can complete a complex task successfully [18].
Given any two nodes ni and nj, however, it is not easy for
a task manager to determine whether they can communi-
cate effectively if this manager does not know them well.
In many SN, the connection always represent a positive
social relationship between social individuals such as
friendship in acquaintance networks [16], partnership in
collaboration networks [5] or location proximity in oppor-
tunistic mobile networks [17]. Therefore, social distance
can be used as a good indicator of social effectiveness
[2][3][9][10]. The social distance between nodes ni and 1;,
d(ni, nj) is the sum of the connections on the shortest path
that connects the two nodes, and the shorter the distance
between them, the more effectively they can communicate
(or equivalently, the fewer the communication cost will
be incurred), and vice versa. In the following, we use a
simple but intuitive and reasonable social communication
cost measure to quantify the social effectiveness.

Definition 2. Social communication cost. Given a valid
allocation @ of subtask VtjeCTi (CTiel) to a node nxeN, the
social communication cost of all subtasks, SCC(D), is defined as
follows:

SCC(@) = ZCT,EI' zt,,scr, Zz,,sn(z,.j) d(n(tij ), ))/2 @)

Property 2: Given a social task allocation problem, the smaller
the social communication cost of a valid allocation @, the more
socially effective the allocation @ is.

2.3 Trade-off between Load Balancing and Social
Effectiveness

We are mainly concerned with allocating the subtasks to
nodes with the aims of both load balancing and social
effectiveness maximization, which is a bi-objective opti-
mization problem, and the two objectives are often con-
flicting. A typical way to solve the bi-objective optimiza-
tion problem is to transform the problem into a single
objective problem [12][14]. In this paper, we adopt this
idea by combining the two objective functions (i.e., social
waiting cost and social communication cost) into a single
objective function (i.e., the social execution cost).

Definition 3. Social execution cost. Given a valid allocation
D of subtask VtjeCTi (CTiel) to a node nkeN, the social exe-
cution cost of all subtasks, SEC(D), is defined as follows:
SEC(D)=aSWC(D)+BSCC(D).

The coefficients @ and p (a, p>0) determine the influ-
ences of their corresponding terms and are application
dependent. For example, in load-oriented scenarios such
as proposal evaluation, the communication cost might not
be significant compared to the waiting cost [7]. However,
in communication-oriented applications such as develop-
ing software products, engineers must spend a substantial
amount of effort on communication [2].

Finally, the social complex task allocation problem that
is studied in this paper can be defined as follows:

Definition 4. Social complex task allocation problem.
Given a social network SN=<N, E> and a finite set of complex
tasks I, the social complex task allocation problem is to deter-
mine the optimal valid allocation @ that has the minimum so-
cial execution cost, i.e.,

min SEC(®)
st.R(t,)eO,,,,Vt,€CT,CT, el

n(t;)?

Property 3. Social complex task allocation problem is NP-hard.

The hardness proof follows directly from the traditional
known NP-hard social team formation problem discussed in
[2], which is a specialization of this social complex task
allocation problem when the load balancing objective is
ignored (i.e., a=0).

Because our problem cannot be solved optimally with-
in polynomial time unless P=NP, in this paper, we pro-
pose an efficient distributed social complex task alloca-
tion model by utilizing the multiagent technology, which
also provides a provable performance guarantee. Multia-
gent technologies have been employed widely for distrib-
uted problem solving [1][12-15][19][21-31]. Motivated by
the studies [22-24], in our model, we use the mobile and
cooperative agent to carry the subtask to search for the
suitable target node.

3 THE MODEL

We formulate the multiagent-based social complex task
allocation model as follows. First, we dispatch an agent as;
for each subtask tije CT:i (A={a1,az,...,a:} denotes the collec-
tion of agents in the system). Each agent aic A then can be
defined by a 2-tuple <ST(ai), IA(a:)>, where ST(ai) indicates
the subtask that it carries, and the interdependent agent
set IA(ai)={ay,...,as} represents those agents whose subtasks
have direct dependencies with the subtask of ai i.e.,
TA(ai)={aj1 ST(aj)€Q)(ST(ai))}. Second, we model each agent
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Fig. 2. A simple social complex task allocation instance. (a) The network. (b) The complex task. (c) The equilibrium solution S={n,,n,,nz,n,}.

(d) The optimal solution S*={n;,n;,n;,ny}.

with the mobility property. With respect to mobility, we
mean that each agent ai can transport itself to a suitable
node that owns the capability to perform ai. Given the
mobility property of the agents, if there are multiple
nodes suitable for agent a;, which node should ai choose to
queue at? To answer this question, in Section 3.1, we first
investigate the non-cooperative setting where each agent
is tempted to move to the most suitable node from its
own perspective and elaborate why the agents should be
endowed with a cooperative property. Then, in Section
3.2, we develop an efficient multiagent-based task alloca-
tion model with cooperative agents.

3.1 The Model with Non-Cooperative Agents

In the non-cooperative setting, each agent attempts to
queue at the optimal suitable node that produces the min-
imum execution cost for itself. The execution cost of an
agent consists of the waiting cost and the communication
cost. Denote by n.ithe node that agent ai queues at, and
the waiting, communication and execution costs of ai are
defined as follows:

Definition 5. Waiting cost of an agent. The agent ai’s cost
of waiting to be completed by node n., We(ai, nai), is given by
the total number of agents that queue at na, ie., Wc(aina)
={aj| ng=nai} 1.

Definition 6. Communication cost of an agent. The agent
ai’s cost of communicating with all of its interdependent agents
IA(ai) is given by Cc(a;, ””’)‘Za,gmmd("a, )

From the viewpoint of ;, this agent can be considered
successfully executed if it has waited its turn in the queue
of 1. and has communicated with its interdependent
agents [A(ai).

Definition 7. Execution cost of an agent. Assume that the
waiting and communication costs of agent ai are We(ainai) and
Cc(ai, nai), respectively. Then, the execution cost of ai is
Ec(ai,nai)y=aWc(ai, nai)+pCc(ai, nai).

The meanings of the two coefficients @ and § are simi-
lar to those described in Definition 3. This execution cost
definition has many desirable properties that satisfy the
objective of the social complex task allocation problem.

Property 4. An agent prefers to queue at a node that has a
small agent load.

This agent’s preference reduces the social waiting cost.

Property 5. An agent prefers to queue at a node at which its
interdependent agents reside.

Given this preference, in the case that all of the inter-
dependent agents of ai queue at nj, ai is more likely to
queue at nj because of the zero intra-node communication
cost, resulting in a reduced social communication cost.

Formally, in the dynamic muliagent model, each agent
ai's strategy si is the node that it selects to queue at (i.e.,
sieN). The strategy set S={sy,sz,...,sx} of all agents is called

© (d)

the strategy profile. In the non-cooperative setting, a
strategy profile is in equilibrium if and only if no agent
has any incentive to change its strategy (move from its
current node to another suitable node) unilaterally, i.e.,
Vaie A and si#si, Ec(ai, si/,5-)=Ec(ai, si,S-i), where (a;, si,S-i) is
the alternative strategy profile that is generated only
when ai changes its strategy from s to si. If agents search
for suitable nodes in a purely selfish manner, the system
can always converge to an equilibrium solution (later in
Section 3.2, we will provide a rigorous proof of the con-
vergence of a multiagent model with the cooperative
agents, which encompasses the case where the agents
are non-cooperative; thus, we omit this proof here).
However, at the equilibrium state, the social execution
cost (SEC) produced by the selfish agents is not necessari-
ly the optimal. To illustrate how bad selfish behavior is,
consider a simple social complex task allocation instance
shown in Fig. 2.

Example 1. In Fig. 2(a), there is a network that consists of
two interconnected nodes, n: and n2. Node n: holds the
capability set {ciczc3), and n2 holds the capability set
{c1,¢2,¢3,c4}. Now, assume that a complex task CT is submit-
ted to the system; this task comprises four interdependent
subtasks ti={c1}, t:={c2}, t>={cs} and t={cs} (Fig. 2(b)). The
coefficients a and B, involved in the calculation of the exe-
cution cost, are set to 3 and 5. According to the multiagent
model, four mobile agents a=<ti{azas}> a:=<t{a1,as}>,
a3=<t3,{a1,a2,04}>, and as=<ts,{a3}> are dispatched to the sub-
tasks {til 1<i<4}, respectively. Next, we consider the strate-
gy profile S={nz,nz2,nz,n2}, i.e., a1, a2, as and as all queue at
node nz2. At profile S, from each agent’s own viewpoint,
they are queuing at the optimal suitable node: Vai(i=1,2),
Ec(ai,nz,S-iy=aLn+fd(n2,niae))=4a=12<Ec(ain1,S-i)=a+2=13;
for as, Ec(as,nz,S-)=4a=12<Ec(asn1,S-)=a+3p=18, and for a,
node n: is the only suitable node that has the capability cx.
Thus, the strategy profile S is an equilibrium solution that

has %az L (L”l +1) +%ﬁzlgg4d(nul 7n[A(a’)) =10q = 30unlt SECs.

1<i<2™

However, the optimal solution of this instance is
S*={ni,ny,ny,nz} (i.e., m, a2 and as queue at node ni, and a4
queues at n2), which only produces 7a+=26 unit SECs. It
is worthwhile noting that this optimal solution 5* can be
easily achieved from strategy profile S if the agents a1, a
and as cooperate with each other by moving from node n:
tonzjointly. O

Therefore, it is very beneficial to model the agents be-
ing cooperative. The cooperation mechanism employed in
this study extends the team formation mechanism [30] by
allowing agents to cooperate with each other to form a
team and to move the same node jointly. Furthermore, to

avoid the cooperation mechanism producing large inter-
node message delivering overhead, we constrain each
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agent ai in such a way that it can cooperate only with its
intra-node agents (i.e., the agents that queue at the same
node with a/’s). The network traffic overhead produced by
the intra-node negotiation is so small that it can be ne-
glected [24].

3.2 The Model with Cooperative Agents

The main idea of the cooperation mechanism implement-
ed by the agents can be briefly described as follows: each
agent negotiates with its intra-node agents and decides to
cooperate with them by forming a team if cooperation
results in a reduced execution cost for the team. The exe-
cution cost of an agent team is defined as follows:

Definition 8. Execution cost of a team. Denote by nc the
suitable node that an agent team G queues at?; then, the team
G’s execution cost Ec(G, nc) is the following:

EcGng)=a), . (L, ~ls+i)+ ﬁzaﬁcza}émmd(%,ng}) 3)

The first term represents the total waiting cost of the
team G, where Luc=|{ajlns=nc}| is the number of agents
that queue at node n¢, and Ie=1{ajlaje G} | is the number of
agents in G. For a given node n¢ with the agent load L.,
the first agent in G must wait Lc-Ic+1 unit cost, the second
agent in G must wait Luc-Ict2 unit cost, and inductively,
the Icth agent in G requires Lic units of waiting cost. The
total waiting cost of the team G queuing at ng, then, is
Zlg;glG (L, ~ly+i) - The second term represents the total

communication cost of G. It is worthwhile noting that
when there is only one agent a: in G, the execution cost
of ai can be recovered in accordance with that defined in
Definition 7.

Next, we will illustrate how the team can be formed
and the advantage of the team formation protocol. Recall
Example 1, at the equilibrium strategy profile S={nzn.,
nz,n2}; from its own viewpoint, agent a: realizes that it is
queuing at the optimal node (i.e., node n2). However, ac-
cording to the team execution cost definition, a: finds that
forming team G=a1U{az,as} with a2, a3 and moving to node
ni1 jointly produces the less team execution cost: before
moving, the team  execution cost of G

EC(G’ nz) = azz':l.z.s (L”u _IG + i) +ﬂza, &G Za, elA(a;) d(nG’ nﬂ, ) =9a=27

, after the team G moves to ni, the execution cost of G be-
comes Ec(G,n1)=6a+p=23<27=Ec(G,nz). Then, a: will negoti-
ate with a2 and a3 for team formation, and because of the
cooperative property, agents a2 and as are willing to join

this team, whereby the team is formed.

An agent team (which also encompasses the case in
which there is only one agent in the team, i.e., the non-
cooperative case) prefers to change strategies (i.e., move
from its current node to another suitable node) if the
strategy changing can reduce the execution cost of the
team that it forms. Here, we use the measure of benefit to
quantify how much an agent team gains by changing its
strategy. The benefit that a team G gains by moving from
the suitable node 7. to another suitable node ny is

2 A node nc is suitable for an agent team G if and only if it has the ca-
pabilities required by all of the agents in G, i.e., VaieG, R(ST(ai)) € Onc.

(ay

()
@

Fig. 3. (a) The dependency relationships of the agents that queue
at node n,. (b) The negotiation process of agent 4,.

B(G,n,,n,)=Ec(G,n,)~Ec(G,n,) 4)

Given this benefit definition, it can be observed that
there is no incentive for an agent team G to form a new
team G*=GU({aj} by merging the agent 4; that has no de-
pendencies with the agents in G (ie., ai¢ U, IA(ai)) be-

cause forming such a new team G* would not decrease
any communication cost of the original team G but only
increases the waiting cost of G.

Property 6. For any agent aic A, it is only beneficial for ai to
form a team with its interdependent agents and interdependent
agents’ interdependent agents, if necessary.

Therefore, each agent a/'s cooperation domain 1(ai) can
be further limited within its intra-node interdependent
agents and interdependent agents’ interdependent agents,
if  necessary, which can be denoted by
Y(ai)={aj| no=nainST(a)).CT=ST(a;).CT} (ST(a;).CT means the
complex task that subtask ST(a:) belongs to). Neverthe-
less, for each agent, even finding the optimal team that
yields the largest benefit within its cooperation domain
agents is not easy. Assume that agent a: is queuing at a
certain node; identifying the optimal team from its coop-
eration domain 1(a)) must consider the exponential num-
ber O(2'¥@") of possible combinations. To deal with this
computationally costly optimization problem, we propose
an efficient Breadth-First negotiation mechanism, where
each agent forms a beneficial team by negotiating from: its
intra-node direct interdependent agents to far-away in-
terdependent agents’ interdependent agents gradually.
To illustrate the negotiation protocol, consider Example 1
again (see Fig. 3).

Example 1 (continue). Suppose that the four interde-
pendent agents {ail 1<i<4} are now queuing at node n: (the
dependencies of these agents are shown in Fig. 3(a)).
Without loss of generality, assume that agent a1 wants to
change strategy. The negotiation process employed by a:
to form a beneficial team then can be described as in Fig.
3(b): first, a1 negotiates with its direct interdependent
agents a2 and a3, i.e., the agents in gradation 1. If a1 finds
that it is beneficial to form a team with 42 by moving to a
certain node (e.g., n1) jointly, a1 will negotiate with a: to
join this team and proceeds to negotiate with the other
agents in gradation 1 (i.e., as). Otherwise, if the formation
of a team with agent a2 does not yield any benefit, then a2
will be removed from the current team. After a: has nego-
tiated with all of the agents in gradation 1 and finds that
forming a team with a2 and as (denote a2 and a3 as the new
joining agents) is beneficial, a1 then proceeds to negotiate
the new joining agents’ interdependent agent a: (i.e., the
agent in gradation 2) to search for a potentially more
promising team with a larger benefit. The negotiation
process implemented by a: proceeds until all of the agents
that are in the cooperation domain have been visited. It
should also be noted that for each agent a;, computing the



Algorithm 1. Multiagent-Based Social Complex Task Al-
location Model

1. Repeat the following procedure until no agent team
can benefit by changing its strategy.

. Pick an agent aic A randomly.

. Initialize the flag fj of agent aj queuing at n.ito 0.

. Initialize G=, max=0 and target=Null.

. Create Queue(Q).

. Insert Queue(Q, ai), and set fi=1.

While (Q#J) do

Set ax=0Out Queue(Q) and tag=false.

For VnjeN do

0. If B(GU{ax},nai, nj)>max &&

Vaye GU{ax}, R(ST(ay))€ Oyj then

11. tag=true, max=B(GU{ax},nai, nj), target=n;.

12 End if

13.| End for

14.| If tag==true, then

15. G=GU{ax}.

2O ®NS U R WN

16. For VayeIA(ax)&& na==na && f#1, do
17. Insert Queue(Q, ay) and set f,=1.
18.[ End if

19. End while
20. If G#J, move G to the target node target.

most beneficial team within its cooperation domain
agents Y(ai) by the Breadth-First negotiation mechanism
takes only O(ly(ai)|) operations. O

We now give a formal description of the multiagent-
based social complex task allocation model (see Algo-
rithm 1). In Algorithm 1, for each randomly chosen agent
ai, it first initializes its state before strategy changing
(steps 2~4). The set G stores the agent team that a: would
like to move jointly, the variable target indicates the desti-
nation node that G prefers to move to, and the value max
records the current maximal benefit that the team G gains
by changing strategy. Agent a: then utilizes the Breadth-
First negotiation mechanism to form the most beneficial
team with the agents in its cooperation domain (steps
5~19). If moving together with an agent a to the suitable
node n; produces less execution cost for the current team
GU(a:}, agent ai will negotiate with ax to join the team G
(steps 10-12). Finally, if ai realizes that it is beneficial to
move from the current node to the destination node target
by the team G (i.e,, G#J), team G will change its strategy
by moving to the node target (step 20). The system termi-
nates if no agent or agent team has any incentive to
change strategy (step 1), and the final stable solution can
be called an equilibrium solution.

4 ANALYSES OF THE MODEL

4.1 Convergence Analysis

In addition to evaluating the performance of the dynamic
multiagent model on social execution cost, its conver-
gence should also be judged. Motivated by the potential
function concept that is often used to identify potential
games [32], we have the following result.

Theorem 1. In Algorithm 1, each time that an agent team G
moves from the current node to a preferable suitable node that
achieves the benefit B, the social execution cost will reduce the
value of B correspondingly.
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Proof. Denote by S5={s1,s2,...,51} the agents’ strategy profile
and SEC(S)=aSWC(S)/2+BSCC(S)/2 the social execution
cost function on S, where SWC(S):Z L (L +1), Luiis

eN

the agent load on node ni and SCO)=Y. _ d(s.s)- Now,

consider an agent team G that changes its strategy by
moving from node sc to node s¢’. From the perspective of
the first term SWC(S) of SEC(S), we have
SWC(sg,S )= SWC(sy,S )

! Ln (Ln + 1)]

= [LSG (L.&‘U + 1) + Ls‘ (Lr + 1) + Z n;i#8G S,
-, —l)(L, +1=1g)+ (L, +1) (L, +1+15)

+ Z noESG Sy Lnj (Lnj + 1)]

=2l,(L, ~L. ~1,)

where [c is the number of agents in G, and Ls, Lsc are the

agent load on s¢ and sc'at the strategy profile S.
On the second term SCC(S) of SEC(S), we have:
SCC(s4.5.5)~SCC(s,,,5.,)

= [2Za,eG Za,elA(a, ) d(SG ’ S./') + Za,eA\G Zak cld(a;)\G d(s./ »Sk )]
N [ZzaieG Za,eIA(ai)d(st »S; )+ Za,sm\c Zah eld(a)\G d(s./' >Si )]
= ZZaiEG Za,s]A(di)(d(SG ’ Sj) N d(S'G ’ Sj ))

On the other hand, from the perspective of the team
G, we have
Ec(G,s;,S ;) —Ec(G,s5,S )

= [aZISiSI(,- (LSG - ZG + i) + 'Bzu,sc Zulem(u,) d(SG ’ Sf)]
- [a21s:'g/6 (Ls;; + lG - lG + i) + 'Bza,ec Za,eIA(a,)d(S‘G >S5 )]
=aly(L, L, ~I)* B, o X, (5005 = d(55.5))

Until this point, we can conclude that for every sc, sc' eN:
SEC(sc,5-6)-SEC(s'c,S-c)=Ec(G,s:,5-6)-Ec(G,s'c,5-c)

Therefore, we have Theorem 1. O

Based on Theorem 1, next we will show the convergence
of the muliagent model and how fast it will converge to an
equilibrium solution.

Theorem 2. Given a complex task allocation problem in social
a network, where the number of network nodes is m; the diame-
ter of the network is d; the number of subtasks is n; each subtask
has k interdependent subtasks on average and the influence
coefficients o and B are integers. Algorithm 1 takes at most
O(an?+pnkd) steps to reach a stable equilibrium solution.

Proof. Recall the social execution cost definition that is
defined in Definition 3: SEC(-)=aSWC(-)+fSCC(-). Note
that at the initial state (i.e., the system agents are distrib-
uted on nodes randomly), we have SWC(-)<n(n+1)/2 (the
worst case with the maximum SWC value is that all of the
agents queue at the same node and SCC(-)<nkd/2 (the
worst case with the maximum SCC value is that each pair
of interdependent agents takes d hop distances to com-
municate. Note also that at the optimal state,
SEC(-)zan(n/m+1)/2 (the optimal case with the minimum
SEC value is that agents are distributed on nodes evenly
and interdependent agents queue at the same node with-
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out any communication cost). From Theorem 1, we know
that each time a team changes its strategy, SEC(-) reduces
at least one unit value because a and f§ are integers. Thus,
we can determine that SEC(-) will reach its minimum in at
most O(a(n>+n)+pnkd-a(n?/m+n))= O(an*+fnkd) time steps.
O

4.2 Performance Guarantee Analysis

Although the dynamic multiagent model can always con-
verge to an equilibrium solution in polynomial time steps,
its equilibrium solution is not necessarily the optimal so-
lution that has the minimum social execution cost, even
the agents are cooperative. Therefore, it is interesting and
very much needed to analyze the multiagent model’s
degradation on system performance. The price of anarchy
(PoA) measure (which is often used in game theory [33])
provides a good indicator to quantify the gap between the
worst equilibrium solution and the optimal solution. In
this paper, we use this notion to evaluate the multiagent
model’s performance. Let ES be the set of equilibrium
solutions of the multiagent model; then, the price of anar-
chy of this model, PoA, can be defined by the worst case
ratio among all of the equilibrium solutions over the op-
timal solution (Opt) in terms of the social execution cost,
ie,

_ SEC(S) 5
Pod = max AEC(Opt) ©)

Next, we will provide an upper bound of PoA of the
multiagent model with the non-cooperative agents. As we
discussed above, the cooperative setting might have a
better solution than the non-cooperative setting, which
will lead to a lower PoA. Thus, the multiagent model is
likely to have a tight lower bound.

Theorem 3. Given a complex task allocation problem in a so-
cial network, where the number of network nodes is m; the di-
ameter of the network is d; the number of subtasks is n; each
subtask has k interdependent subtasks on average. The PoA of
the multiagent model then is O(1+3m(a+2kdp)/a(m+n)).

Proof. Let S={si,sz,...,5:} and P={py,ps,...,ps} be the equilib-
rium solution and the optimal solution, respectively. At
strategy profile S, the execution cost of the agent ai is

Ec(s,,S_)=aL (S)+ ﬂza/gmwd(si, 5;) 7 where Ls(S) is the

agent load on node s: at strategy profile S. The sum exe-
cution cost of all of the agents at S is:

Sum(S)=Y " _ Ec(s,,S.,)
= aZn‘ eN Li‘ (S) + ﬂZa‘ ed th/ elA(a;) d(S,. ’ S/) = 2SEC(S) —ha

As is known, at the equilibrium solution S, the execution
cost of agent ai should not decrease when ai changes its
strategy from si to Pi, ie.,

Ee(a,.5,.5.) < Ec(a, p.S. ) =a(L, () +D+ Y. . d(p,s)
<L, (D +BY, @) +d(sp)  (6)

The inequality (6) follows from the triangle inequality for
the social distance, i.e., VninjnkeN, d(ni,n)<d(ni,ne)+d(nx, ).
If we sum the execution cost of all agents, we then have
the bound of the social execution cost of the equilibrium
solution S, as follows:

Sum(S)=Y" _ Ec(a,s.S)<Y. _ Ec(a,p,S.,)
= azm, eN L", (P)(L", (S) + 1) + ﬁ (Za ed ZE,elA(a, ) d(si »S; ) + 2nkd)

= aZn’ENL,,, (P)yL, (S)+ ﬂz% y Z[,, ety (5,25, + e+ 2mkd 3

< azmgN% (L, (P)+L, (S) + ,BZHI ., Zﬂ/ oy (5,25,) + nac+ 2nkd g )

The inequality (7) follows from the fact Vvx, yeR,
x2+y2>2xy. Derive from (7), we can conclude that

1
Sun($) < L@, LT, [T, 40555,
1 a
+ Eﬁza,m Za,em(a,)d(si’ S/) + Ezn,ew Lil (P)+na +2nkd

= %Sum(S) + % > L (P)tna+3nkdf

= Sum(S)<a), _ L (P)+2na+6nkd B

neN
By replacing Sum(S) with 2SEC(S)-na, we can derive
2SEC(S)-na<ay. _ L (P)+2na+6nkdf

neN

= SEC(S)<ad. I (P) +%na +3nkd B

3
2
SEC(S) _ oy, L (P)+ nac+3nkd f

SEC(P) "~ ay L (P)
SEC(S) _, , 3m(a+2kdfp) ®
SEC(P) a(m+n)
The inequality (8) follows from
SEC(PY2ay,, L} (P)= %ﬂ:’”) ©)

The inequality (9) has been proven in Theorem 2. There-
fore, we have proven Theorem 3. [

5 EXPERIMENTAL VALIDATION AND ANALYSES

5.1 Effectiveness

We test the effectiveness of the mulitagent-based social
complex task allocation model in small-scale settings. In
these settings, each network consists of 30 nodes inter-
connected by a small-world structure in which the rewir-
ing probability is p=0.2 [34]. The number of capabilities
owned by each node nieN is given by U(1,4) (U(a, b) re-
turns a value that is distributed at the interval [a, b] uni-
formly), and each owned capability ¢je O is chosen from
the range [1, 16] randomly. There is only one complex
task ct to be executed, and its subtask size is set to 4, 8, 12
or 16. Each subtask tiect is randomly assigned a single
required capability R(t)€[1,16]. The underlying interde-
pendent relationships of these subtasks are randomly
generated: each subtask has a dependency with another
subtask with a probability of p=0.4. Moreover, we select
five cases that have various coefficient values (i.e., @ and
pB) for the calculation of the social execution cost, i.e., case
[:(a, B)=(1,5), case 1I: (o, B)=(1,2) case III: (@, B)=(1,1) case
IV: (a, B)=(2,1) and case V: (a, B)=(5,1).

We conduct the multiagent model as follows: we first
allocate each subtask to the suitable node randomly and
denote this solution as the initial solution. Then, we uti-
lize our model to reallocate the subtasks by allowing the
agents (who carry the subtasks) to change their node loca-
tion. We compare our model (Our model) with the fol-
lowing four conventional task allocation models:
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Fig. 4. The performance of various task allocation models on different (o, #) values and different complex task sizes.

(b) #Subtask=8

® Centralized optimal model (Optimal), which utilizes
an exponential brute-force search method to consider
all of the possible allocations of subtasks to nodes.

® Centralized iterative replace model (IReplace) [2]
where a central controller first allocates each subtask to
the most suitable node with the minimum task load
and then replaces the allocated node of each subtask it-
eratively to reduce the social execution cost.

® Centralized greedy model (Greedy) [8], where the
central controller identifies the best node for each
complex task and allocates this complex task to that
node. The best node means that it can allocate unsatis-
fied subtasks to its contextual nodes with the mini-
mum social execution cost.

® Distributed agent-based probability model (Probabil-
ity) [23], where each agent carries a task wanders from
its current node to another node probabilistically. If an
agent encounters a node that produces a smaller execu-
tion cost than the system's average value, it queues at
that node; otherwise, it continues wandering.

Fig. 4 shows the final social execution costs (SEC) pro-
duced by these models, which are achieved by averaging
over 20 instances. From the experimental results, we con-
clude the following;:

1) In all cases, our model performs very close to the
Optimal and IReplace models on SEC, which is better
than the Greedy and Probability models. This level of
performance occurs because each agent team in our mod-
el strives to search for the optimal suitable node to queue
at, which is beneficial to reduce the system’s social execu-
tion cost.

2) In the latter two cases (i.e., cases [V and V, where
the influence of the waiting cost is larger than that of the
communication cost), our model produces the less social
execution cost compared to the first two cases (i.e., cases

[ and II). The potential reason is that when waiting cost
can overlap the communication cost, our model will take
advantage of reducing the waiting cost over its generated
inter-node communication cost. While in the first two
cases (where the influence of the communication cost is
larger than that of the waiting cost), the system expends
much effort for communication, which implies that inter-
dependent agents are more likely to queue at the same
node because of the zero intra-node communication cost.
As defined in Definition 3, SEC linearly depends on
agents’ communication costs, while SEC is proportion to
the square of each node’s agent load (i.e., SEC(-)~O(Lx?).
Thus, the larger the communication cost coefficients are,
the larger the value of SEC that will be incurred.

5.2 Scalability

We test the scalability of our model in large-scale settings,
where each network comprises 2000 nodes. In this exper-
iment, four typical network models (i.e., Small-World,
Scale-Free, Scale-Free with Triad Formation and Random

I Orptimal
IReplace

(c) #Subtask=12 (d) #Subtask=16

network) are used to imitate the underlying topology of
these nodes. Before discussing the results of the task allo-
cation models on these networks, we first briefly describe
how these networks are constructed.
® Small-World Network. This network starts from a regu-
lar ring lattice in which each node connects with 6
nearest neighbors, and this node has a probability of
p=0.2 of rewiring each connection to another node [34].
® Scale-Free Network. The scale-free network starts with
mo nodes connected by mo-1 connections. At each step,
we add a new node and connect this new node to m:
nodes that already existing in the network. The proba-
bility that a new node v connects an existing vertex u is
proportional to the degree of u [35].
® Scale-Free Network with Triad Formation (Scale-Free with
TF). This network is built based on the scale-free net-
work by adding an additional triad formation step: if a
connection is added between nodes v and u, then an-
other connection is added from v to a randomly select-
ed neighbor of u [36]. This additional triad formation
step constructs a network with power-law degree dis-
tribution and a high clustering coefficient.
® Random Network. By referring to [37], the random net-
work is generated by randomly adding connections be-
tween agents with a probability of p=0.003, which re-
sults in the network average degree being equal to 6.
We assume that there are hundreds of complex tasks,
whose numbers range from 100 to 1000, submitted to the
system. The number of subtasks of each complex task is
given by U(4, 16). Due to space limitations, here we con-
sider only the coefficient case (a, f)=(1,1) (we also evalu-
ate the system performance on other coefficient cases
with different (o) values, and we obtain similar observa-
tions; thus, we omit the discussion of these cases). The
other settings are similar to those described in Section 5.1.
Because Optimal is intractable in the large-scale set-
tings, in this experiment, we compare only our model
with the other three models, i.e., Greedy, IReplace and
Probability. Fig. 5 shows the results of the SECs of these
models, from which we can conclude that: 1) In all of the
experiments, our model performs slightly worse than
Greedy but is much better than Probability and IReplace
on SEC, which is especially notable when compared to
the Probability. 2) In contrast to what we have observed
in Section 5.1 that IReplace performs better than Greedy
in small-scale applications, in large-scale applications,
IReplace performs worse than Greedy. The potential rea-
son is that, in the large-scale applications, there are thou-
sands of subtasks, and at each iterative round, IReplace
considers only the current chosen subtask, ignoring the
status of its direct (or indirect) relevant subtasks (the
numbers of these subtasks are considerable in the large-
scale applications), while Greedy can alleviate this prob-
lem in these scenarios.
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Fig. 6. The running times of different models in the large-scale applications.

Fig. 6 shows the running times of these models, from
which we can observe that: 1) compared to our model, the
traditional Greedy, IReplace and Probability models
spend much more time on task allocation. For example, in
the case that #complex task=1000 in a small-world struc-
ture (i.e., Fig. 6(a)), Greedy must spend one hour and a
half (approximately 5x10%s)) to return the allocation re-
sult, while our model requires only several minutes. We
explain this phenomenon by analyzing these models’ the-
oretical computational complexity. Given a social task
allocation problem that has m nodes, n complex tasks and
each complex task consists of k subtasks on average, the
computation complexity of Greedy and IReplace is
O(nk?m?) (The details of the complexity description of the
IReplace and Greedy models can be found in [2][8]). As
discussed in Section 5.1, our model takes at most O(k?n?)
time steps to converge to a stable equilibrium, and at each
time step, an agent needs to take only O(k) operations to
compute the most beneficial team. Thus, the time com-
plexity ratio between Greedy (or IReplace) and our model
then equals to O(nk?m?)/O(k*n?)=m?/(kn), which is con-
sistent with the experimental results to some extent.

Table I shows the properties (e.g., network diameter,
characteristic path length (CPL) and clustering coefficient)

Table 1
The properties of networks
Property | Diameter Characteristic | Clustering
L Path length coefficient
Network CPL c

Small-World 9.42 5.68 0.32
Scale-Free 6.04 3.84 0.01
Scale-Free with TC 5.04 3.22 0.24
Random 7.8 4.49 0.03
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Fig. 7. The effect of the network properties on social execution cost.

of these networks used in this experiment. Fig. 7 shows
the SEC produced by our model in these networks. From
the results shown in Fig. 7, it can be found that our model
is more relevant to network diameter and CPL: if the net-
work has a shorter diameter and a smaller CPL, our mod-
el will produce the less SEC. For example, our model
produces the least SEC in the Scale-Free with TF network
that has the shortest diameter and smallest CPL compared
to other networks (i.e., Small-World, Scale-Free and Ran-
dom). On the other hand, the clustering coefficient feature
does not show direct correlation with the performance of
our model. For example, although Small-World has the
higher clustering coefficient than that in the scale-free
with TC, our model produces the less SEC in Scale-Free
with TC than the SEC in Small-world.

To summarize, our model is a desirable option for the
large-scale applications where quality performance and
real-time response are highly required.

5.3 Robustness

Social networks are inherently open and dynamic with
user turnover and connection changes [38][41]. An effi-
cient social task allocation model should also be robust to
be capable of addressing the network dynamics. We test
the robustness of our model on the networks’ topology
dynamics: initially, we utilize our model to allocate two
complex tasks (each consists of 16 subtasks) on a small-
world network (which is composed of 30 nodes that are
interconnected by a small-world structure). During the
task allocation process, four disturbance events occur se-
quentially, which are described as follows:

® Event 1 (Connection Break): Because of the interest
conflict, a set of connected individuals break their con-
nections (here we set each pair of pairwise connected
nodes with the probability p=0.2 of breaking their con-
nection).

Event 2 (Connection Enhance): Because of the occa-
sional cooperation experience, some strange individu-
als become friends (here, we set each pair of pairwise
unconnected nodes with the probability p=0.2 of being
interconnected).

Event 3 (Individuals Entrance): Because of the recom-
mendation of the existing users, some new individuals
register and enter into this network (here, we assume
that there are 5 new nodes that arrive to the system).
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Fig. 8. The social execution cost plot with four disturbance events.

® Event 4 (Individuals Exit): Because it is time consum-
ing to sustain the memberships with their connections,
some individuals can log out and leave this network

(here, we assume that there are 5 nodes that exit the

system).

The first two events change the connections of the
network, and they are designed to test our model’s ability
to adjust the social communication cost. The remaining
two events change the number of nodes, and they are
designed to test our model’s ability to adjust the social
waiting cost. The resulting social execution cost plot with
the above four disturbance events is shown in Fig. 8, from
which we observe that once the disturbance occurs, the
SEC changes immediately. However, our model can
adapt to the disturbance within several seconds and can
converge quickly to another stable desirable solution. It
should also be noted that in Fig. 8, as our model proceeds,
the SEC decreases as well, making our model an anytime
model: the task allocation process can be terminated at
any time, where it can provide the system with a solution
that is better than any of the preceding states. Moreover,
our model can always converge to stable equilibrium in
finite time steps.

6 RELATED WORK

In this section, we first review the traditional task alloca-
tion researches in social networks and then provide a
brief discussion of the multiagent-based task allocation
technology that has been applied to other networked sys-
tems.

6.1 Task Allocation in Social Networks.

Given a task T and social network SN consisting of vari-
ous individuals, one of the main objectives of social task
allocation is to allocate T to a set of professional individu-
als IESN in such a way that I can collaborate effectively
[2][3][8-10]. Lappas et al. [2] refer to social task allocation
as social team formation and attempt to build an efficient
team such that the team not only satisfies the capability
requirements of a task but also has the smallest team cost.
The work of Lappas et al. [2] was further investigated by
several team formation variants with additional goals and
constraints [3][8-10]. For example, Kargar and An [8] as-
sume the existence of a team leader, and the team cost is
measured by the summed distance between the team
leader and the team members. Datta et al. [3] and Anag-
nostopoulos et al. [9] believe that team formation in social
networks should not only optimize the social effective-
ness but also address the load balancing (i.e., the work-
loads allocated to each expert should be proportional to
his capacity). Rangapuram et al. [10] investigate a more
realistic social team formation problem by introducing
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more generalized constraints, such as i) including a pre-
determined team leader; ii) the team members should be
socially close and iii) the bounded team budget. Note that
all of these problems are NP-hard and the previous re-
searchers mainly focus on developing centralized approx-
imations that have a high performance guarantee. How-
ever, the low robustness and high computational com-
plexity prevent the centralization from scaling well to
large-scale systems in which there are millions of social
individuals to consider and thousands of tasks to be exe-
cuted [19][20].

6.2 Task Allocation in Networked Multiagent
Systems

In this type of study, each individual is modeled as a self-
ish agent whose aim is to maximize its own profit. Mar-
ket-based mechanisms can be well exploited by the agents
to perform tasks [13][19][26]27]. For example, in an agent
network, to optimize an agent’s own benefit, the agent
can make a contract with its neighbors about which task
to undertake [13][19]. When the agents have incomplete
information on other agents’ resource prices, they can
utilize a bilateral bargaining protocol to negotiate with
others round-by-round until they have made an agree-
ment on the resource price [26][27]. On the other hand,
the network structure itself can affect system performance
on task completion [25][28][29]. Gaston and des]ardins
[28] and Kota et al. [25] thus develop a structural adapta-
tion method to increase social welfare, where agents can
adjust the network structure by deleting their costly con-
nections and rewiring them to those agents that have bet-
ter connections.

Besides system monetary revenue, the task resource
access time in the networked system is also a crucial fac-
tor of the system performance [6][12][14][15]. To reduce
the system resource access time, Jiang and Jiang [6] pre-
sent a contextual resource negotiation mechanism by al-
lowing agents to negotiate with others from nearby to
faraway gradually. To achieve dependable resources with
the least resource access time for undependable social
networks, Jiang et al. [12] propose a reputation-based ne-
gotiation mechanism. Recently, a network-layer oriented
task allocation model is presented for minimizing the task
execution time in multiplex networks [14]. By being
aware of the community structure in networks, Wang and
Jiang [15] propose a community-aware task allocation
model (where agents can cooperate with other agents in
the same community) to improve social welfare while
incurring a few of negotiation overhead. In the distribut-
ed network computing systems (e.g., grids), the nodes
(e.g., computers, machines or workstations) have to take
time to execute the tasks, and thus, the primary goal in
this kind of system is to maximize throughput. To com-
plete the tasks as soon as possible, Liu et al. [23] propose
an agent-based probability load balancing method to dis-
tribute the tasks on nodes evenly.

All of these above research approaches are efficient for
the independent task allocation problems in which there
are no dependencies among the tasks. While this paper
focuses on addressing the interdependent task allocation
in social networks, where the success of a task also de-
pends on how effectively the involved individuals com-
municate. In reality, in case two experts have negative
relationships, they are unlikely to complete the interde-
pendent tasks successfully even if they are professional in
these activities [18].
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More broadly, this social task allocation problem can
also be viewed as a specific variant of the constraint satis-
faction problem (CSP), and hence, some related distribut-
ed CSP optimizations such as ADOPT [39] and coopera-
tive mediation-based systems [40]. However, because of
the multi-stage inter-node negotiations, these methods
will produce prohibitive network traffic overhead, which
is unacceptable for practical online applications [24].
Compared to these studies, we restrict agents to cooper-
ate only with their intra-node agents that queue at the
same node.

7 CONCLUSIONS AND FUTURE WORK

In this paper, we address the complex task allocation in
social networks, where a set of individuals should work
together to satisfy a complex task’s skill requirements.
Moreover, this social task allocation should not only meet
the traditional objective of load balancing, but also the
new objective of maximizing social effectiveness. To meet
both of the two objectives, we propose a distributed mul-
tiagent-based task allocation model by dispatching a mo-
bile and cooperative agent to each subtask to search for
the suitable individual that has the necessary skills, small
workloads and lower coordination costs with others. Our
experimental results show that our model produces as
less task execution cost as the benchmark centralized
models but reduces the computation time significantly
compared to the traditional models. Moreover, our model
adapts to network dynamics quickly, making it scale well
in dynamic large-scale applications.

There are two interesting issues that can be investigat-
ed further. In this study, each agent (or agent team)
searches in all the network nodes and chooses the one
with the lowest execution cost as the target node. This
global view of the environment might be unpractical in
some real-world applications. In the future, we would
like to devise more efficient cooperation mechanisms
(e.g., agents exchange their node location) to improve the
performance of the system with local view constraint.
Another limitation of this study is that the tradeoff coeffi-
cients between the waiting cost and communication cost
are set to be fixed. In reality, due to system dynamics
such as frequent users and tasks turnover, fixed coeffi-
cients cannot always optimize system performance (even
might have a negative impact). Therefore, in the future,
we would like to devise automatic adaption mechanism
to dynamically adjust the coefficients to the change of
environments rather than set them to fixed values.
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