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Abstract: In past decades, significant attention has been devoted to the task allocation and load balancing in distributed 
systems. Although there have been some related surveys about this subject, each of which only made a very preliminary review 
on the state of art of one single type of distributed systems. To correlate the studies in varying types of distributed systems and 
make a comprehensive taxonomy on them, this survey mainly categorizes and reviews the representative studies on task 
allocation and load balancing according to the general characteristics of varying distributed systems. First, this survey 
summarizes the general characteristics of distributed systems. Based on these general characteristics, this survey reviews the 
studies on task allocation and load balancing with respect to the following aspects: 1) typical control models; 2) typical resource 
optimization methods; 3) typical methods for achieving reliability; 4) typical coordination mechanisms among heterogeneous 
nodes; and 5) typical models considering network structures. For each aspect, we summarize the existing studies and discuss 
the future research directions. Through the survey, the related studies in this area can be well understood based on how they 
can satisfy the general characteristics of distributed systems.   
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1   INTRODUCTION

Distributed systems, in which the distributed computation-
al units are connected and organized by networks to meet 
the demand of large-scale and high performance compu-
ting, have received considerable attention over the past 
decades [1][2][3]. There are many types of distributed sys-
tems, such as grids [4], peer-to-peer (P2P) systems [5], ad 
hoc networks [6], cloud computing systems [7], pervasive 
computing systems [8], and online social network systems 
[9].  

Currently, the applications in distributed systems are 
various, such as web service, scientific computation, and 
file storage. In general, an application in a distributed sys-
tem can be divided into a number of tasks and be executed 
on different nodes; the performance of an application in a 
distributed system is dependent on the allocation of the 
tasks comprising the application onto the available nodes, 
referred to as the task allocation problem [10][11]; if too many 
tasks are crowded on certain nodes, tasks could be 
switched from heavy-burdened nodes to light-burdened 
ones to reduce the waiting time of tasks at nodes, which is 
called load balancing [4]. It is commonly stated that task al-
location and load balancing are crucial to the distributed 
systems [12]. In past decades there are significant amount 
of studies for this area, which could cause people to be 
puzzled by the enormous amount of wide variety of re-
search results. 

Although there have been some related surveys previ-
ously, but most of which only made a very preliminary 
review on the state of art of one single type of distributed 
system, such as the survey of load balancing in grids 
[91][92], the survey of load balancing in cloud computing 
[93][94], and the survey of load balancing in P2P systems 

[95]. Then, how to correlate the related studies in varying 
types of distributed systems and make a general taxonomy 
on them?  

To solve the above problem, first this survey paper 
summarizes the typical characteristics of general distribut-
ed systems, such as the distributed control, resource distri-
bution, open environments, heterogeneous nodes, and 
network structures. Then, the survey paper categorizes the 
existing studies on task allocation and load balancing based 
on how they can satisfy the characteristics of distributed 
systems, which includes the following aspects: control 
models, resource optimization, ensuring reliability, coordi-
nation mechanisms, and measures to consider network 
structures. With this survey, a general and macroscopic 
review of task allocation and load balancing for varying 
types of distributed systems can be achieved, which can 
have higher generality much than the previous preliminary 
surveys for only one single type of systems. 

The remainder of this survey is organized as follows. In 
Section 2, we discuss the problems and objectives of task 
allocation and load balancing in distributed systems; in 
Section 3, we review the control models of task allocation 
and load balancing; in Section 4, we review the resource 
optimization methods in task allocation and load balancing; 
in Section 5, we review the reliability of task allocation and 
load balancing; in Section 6, we review the coordination 
among heterogeneous nodes for task allocation and load 
balancing; in Section 7, we review the related work consid-
ering network structures; and finally, we conclude our sur-
vey in Section 8. 

2 THE PROBLEMS AND OBJECTIVES OF TASK ALLO-

CATION AND LOAD BALANCING IN DISTRIBUTED SYS-

TEMS 

2.1 Problems 

2.1.1 Overview on Distributed Systems 
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Currently, a large number and variety of applications have 
been extensively developed for distributed systems linking 
computers and other computing devices together in a 
seamless and transparent way. In distributed systems, vari-
ous nodes act autonomously and cooperate with each other, 
which can achieve the purposes of resource sharing, open-
ness, concurrency, scalability, fault-tolerance, and transpar-
ency [16][17].  In summary, real distributed systems have 
the following general characteristics. 
 Lack of a global control unit. Due to the large-scale, dy-

namic, and heterogeneous nature of distributed system [17], 
it is difficult to implement a global control unit for the en-
tire system. For example, in ad hoc networks, wireless 
nodes can communicate with each other in the absence of a 
fixed infrastructure and without central control [18]; in sen-
sor networks, many sensor nodes are densely deployed and 
may not have global identifications because of the large 
amount of overhead and large number of sensors [19]; in 
P2P systems, a decentralized architecture is applied in 
which individual nodes in the network act as both suppli-
ers and users of resources, in contrast to the centralized 
client-server model where client nodes request access to 
resources provided by central servers [5]. 
 Distribution and sharing of resources. There are various 

resources in the systems, such as data, replicas of popular 
web objects, processors, computational capacity, and disk 
storage. Resources are distributed among nodes, and nodes 
often agree to share their local resources with each other to 
implement tasks [20]. To implement the effective sharing of 
resources, resource management is very crucial, which of-
ten includes resource placement, resource provision, re-
source discovery, and resource negotiation [5][21][22]. 
Moreover, resource caching is often used to improve the 
performance of resource access, where some nodes cache 
the resources to serve future requests instead of fetching 
resources from the original nodes [23]. 
 Openness and unreliability of systems. Distributed sys-

tems are often open, and some nodes and network struc-
tures may be unreliable. For example, there are no efficient 
ways to prevent malicious peers from joining open systems, 
thus the distributed systems are very vulnerable to abuses 
by selfish and malicious users [24]. Moreover, due to the 
autonomy of nodes, some nodes may fail to operate inde-
pendently. Therefore, reliability and fault-tolerance are cru-
cial for real open distributed systems.    
 Heterogeneous nodes. In some distributed systems, the 

nodes are heterogeneous. For example, in grids, the nodes 
may be attributed to different organizations [20]; in sensor 
networks, the nodes may have different capacities and 
sensing ranges [19][25]; in social network systems, the 
nodes may have different response times and thresholds for 
diffusion [26]. When tasks are executed, heterogeneous 
nodes should coordinate with each other to maximize the 
total utilities. Moreover, heterogeneous nodes may compete 
for critical resources when they execute tasks.  
 Constraints of network structures. In a distributed sys-

tem, all nodes are constrained by the network structure. In 
the network structure, each node can only communicate 
with its neighboring nodes; the communication between 
two non-neighboring nodes should be relayed by other 
intermediate nodes [1][11]. Therefore, the system perfor-
mance is significantly influenced by the network structures. 

Accordingly, the tasks in distributed systems always en-
counter the following situations: 
 The tasks may be implemented by negotiation among nodes 

without a central control.  In a distributed system, the tasks 
that require more than one node may be implemented in a 
manner such that many nodes coordinate with each other 
and negotiate resources. Because distributed systems often 
lack a global control unit, as stated above, the negotiation in 
the task allocation may be implemented by nodes autono-
mously.  
 The tasks are always implemented by accessing required re-

sources distributed in the networks. To execute tasks efficiently, 
one of the key elements is to improve the performance of 
accessing the resources necessary for the tasks. Therefore, 
resource optimization in networks can significantly influ-
ence the performance of tasks.  
 The tasks may be implemented unreliably. Distributed sys-

tems are open and may be invaded by malicious users [9]; 
moreover, there may be unreliable resources and commu-
nications in distributed systems [16]. Therefore, the tasks 
may be implemented unreliably, and sometimes the de-
sired results may not be achieved [27].  
 The tasks performed by heterogeneous nodes may vary sig-

nificantly and compete for critical resources. Because the nodes 
are heterogeneous and the number of users may vary dy-
namically in real time, the tasks may vary significantly at 
different times and at different nodes. Moreover, the users 
at different nodes are often self-motivated and will attempt 
to maximize their own benefits. Therefore, the execution of 
tasks of different users may compete for critical resources, 
which may bring about conflicts in the systems.  
 The performance of tasks may be influenced significantly by 

network structures. First, the network structures may influ-
ence the resource access performance for tasks; thus, the 
resource optimization in task allocation should consider the 
network structures. Second, the interaction and coordina-
tion among nodes often obey certain network structures, 
thus a suitable network structure can improve the coordi-
nation performance of nodes in task allocation.  

2.1.2 Task Allocation and Load Balancing in Distributed 
Systems 

Without loss of generality, the tasks in distributed systems 
are always implemented by accessing required resources in 
the networks [1][28][29]. For example, a file storage task 
will seek the required memory resources in the network. 
Therefore, many existing models of task allocation and load 
balancing have been implemented based on the accessibil-
ity of required resources [11][27][28][29], i.e., a node’s 
probability of being allocated tasks is determined by its 
accessibility to required resources for the tasks. We now 
provide the formal definition of task allocation in distribut-
ed systems, which is implemented based on the resource 
requirements of tasks. 

Definition 1 Task Allocation in Distributed Systems 
[27].  Given a distributed system, N=<A, E>, where A is the set 
of nodes and each node owns a different set of resources, and 
<ai,aj>E indicates the existence of a network link between 
node ai and aj, the set of resources in node ai is assumed to be Rai, 
and the set of resources required by task t is assumed to be Rt. If 
task t arrives at the network, the task allocation in N can be de-
fined as the mapping of task t to a set of nodes, At, which can 



 

 

satisfy the following situations: 
1) The resource requirements of t can be satisfied, i.e.,

 
i t it a A aR R   ; 

2) The predefined objective can be achieved by the task execution 
of At, such as minimizing the execution time [85] or maximizing 
the reliability [86].  
3) The nodes in At can execute the allocated tasks under the con-
straint of the network structure, e.g. ai,ajAt Pij⊆E, where Pij 
denotes the interaction path between ai and aj.  

According to Definition 1, if a node has a higher proba-
bility of accessing the necessary resources for tasks, it may 
be allocated more tasks. However, if too many tasks are 
crowded on certain nodes with high probabilities of access-
ing the tasks’ required resources, the tasks will require sig-
nificantly more time to wait for the necessary resources 
[1][4][11]. Therefore, we should now apply load balancing 
to the task allocation.  

Definition 2 Load Balancing in Task Allocation [27].  
Given a distributed systems, N=<A, E>, where A is the set of 
nodes, aiA, the team of tasks that queue for resource rk of node 
ai can be denoted as Qik. The size of Qik is sik and the processing 
capability of ai is vi; the original probability of node ai to receive 
tasks (which need k type resources) is Pi(k), which can be calcu-
lated by considering the resources of ai. We should perform load 
balancing when sik is too large, which is implemented by dis-
counting the probability of ai‘s receiving new tasks, Pi(k), to a 
revised probability, DPi(k): 

( ) ( / ) ( )i ik i iDP k s v P k                                           (1) 

where  is an attenuation function, 0 1; the value of (sik/vi) 
decreases monotonically from 1 to 0 as sik/vi increases.  

2.1.3 Typical Problems  

Because of the typical characteristics of distributed systems 
stated in Section 2.1.1, some typical problems occur during 
the task allocation and load balancing, shown as follows. 
 Control models. To achieve the globally optimal result 

for task allocation and load balancing, a centralized control 
model is required to collect the status information of the 
entire system in real time; however, it is difficult to imple-
ment such totally centralized control model because dis-
tributed systems are always large, dynamic, and lacking 
global control units. By contrast, the totally decentralized 
approach may require relatively high computational costs 
from the nodes, which may place heavy loads on large sys-
tems and make the task allocation processes difficult to con-
trol effectively [27]. 
 Resource optimization. Many existing models of task al-

location and load balancing have been implemented based 
on the optimization of accessibility of required resources 
[11][27][28][29]. Then, how to measure the resource accessi-
bility and how to optimize such a performance index are 
key problems. For example, the following two typical situa-
tions are always observed in reality: 1) if a node has plenti-
ful resources, it may have high resource accessibility; 2) if a 
node does not have plentiful resources by itself, but it can 
obtain enough resources from other interacting nodes easi-
ly, then it can also be allocated many tasks. Therefore, the 
optimization for resource accessibility should not only con-
sider the access performance of nodes’ own resources but 
also that of nodes’ contextual resources [11].  
 Reliability. In open distributed systems, some nodes 

may be unreliable. Therefore, a key problem is how to 
guarantee reliable resource access as well as optimize the 
resource access performance [27]. Therefore, we should 
design some reliability-oriented approaches to find a task 
allocation result such that the reliability is maximized 
[30][31]. 
 Coordination among heterogeneous nodes. Heterogeneous 

nodes do not cooperate in making decisions while they exe-
cute tasks [32]; each node may optimize its own resource 
access performance independently of the others. Therefore, 
how to make these noncooperative nodes coordinate to 
improve the overall performance of tasks should be well-
solved; moreover, how to incentivize self-interested nodes 
to contribute their resources to others is also a key problem 
[28]. 
 Considering network structures. The communication and 

interaction of nodes are constrained by the network struc-
tures. Then, how to measure the influence of network struc-
tures on the performance of tasks is a problem. The task 
allocation and load balancing should consider the localities 
of nodes in the network structures. 

2.2 Objectives 

There are varying objectives of task allocation in existing 
studies: minimize the response time of tasks, minimize the 
makespan of tasks, maximize the throughput of tasks, and maxim-
ize the reliability of tasks.  

Response time of a task is the time elapsed between its 
arrival and its initial execution. Minimizing the response 
time of tasks means minimizing the waiting time of tasks at 
the allocated nodes, which depends on the current loads of 
the nodes [33]. Two typical situations are minimizing the 
total response time of all tasks and minimizing the mean 
response time of all tasks.  

Makespan minimization is the most widely applied op-
timization objective in the task allocation domain. The 
makespan is defined as the time span between the start of 
the first task to be handled and the end of all tasks to be 
finished, which denotes the total time for handling the en-
tire set of tasks [4][34]. The makespan often includes the 
following aspects: the time to transfer tasks to different 
nodes, the waiting time of tasks at nodes, the time for ac-
cessing resources, the time for communicating resources, 
the time for processing, and so on.  

Throughput, a suitable performance metric when the 
application is to compute a large number of tasks, is de-
fined as the number of tasks completed by the system per 
time unit under steady state condition [14] or the total 
workload of completed tasks per time unit [35].  

The reliability of task allocation is defined as the proba-
bility that the tasks can be allocated to nodes and executed 
successfully [10][27]. Generally, there are two types of reli-
abilities in distributed systems [10]: one is the node-related 
reliability, such as the reliability of resources and the relia-
bility of computation; another is the path-related reliability, 
such as the reliability of communication paths among allo-
cated nodes.  

Obviously, it is difficult to satisfy all of the above objec-
tives simultaneously. For example, to improve the reliabil-
ity, the redundancy mechanism is often used but which 
may increase the makespan of tasks. Therefore, a compro-
mise should be made among those objectives. 



 

 

In reality, load balancing is not only a mechanism but al-
so an objective of task allocation, which can optimize the 
response time, makespan, or throughput of tasks. For ex-
ample, to minimize response time, a load balancing mecha-
nism can be used to transfer tasks from heavily loaded 
nodes to lightly loaded nodes [4][11][27]. As the response 
time is reduced, the makespan of all tasks can be reduced 
accordingly so that the amount of tasks completed by the 
system per time unit can also be improved. 

3 CONTROL MODELS IN TASK ALLOCATION AND 

LOAD BALANCING 

Control models represent how to control the entire process-
es of task allocation and load balancing. In general, there 
are two prevalent control models in existing studies; one is 
the centralized control model, and the other is the decentralized 
control model.  

The centralized model uses a central controller that 
should know the status information of the entire system in 
real time [36]. The central controller will make all decisions 
based on the information that is sent from other nodes [37]. 
The centralized model can be implemented easily, however, 
it may be sometimes infeasible in real distributed systems 
that are large and dynamic, where the global information 
cannot be achieved in real time; moreover, the central con-
troller may become a performance bottleneck of the system.  

In contrast, the distributed model can be used in those 
large and dynamic distributed systems, where the tasks can 
be allocated by nodes themselves and the global control 
unit is not needed; the nodes make their decisions based on 
their own perceived information about the system. Fault-
tolerance can be achieved because each node can act as the 
allocator. However, a drawback of the distributed model is 
that the nodes face relatively high computational costs 
which may place heavy loads on large systems and make 
the task allocation processes difficult to control effectively 
[27].  

To solve the problems of totally centralized and totally 
distributed models, a few hybrid control models, which can 
combine the centralized and decentralized models within a 
system, are used. Fig. 1 is a simple description of these 
three control models. 

 
Fig. 1. A simple illustration for the three control models. 

3.1 Centralized Control Model 

Generally, the centralized control model is often employed 
in small systems, and it uses a global model to calculate 
allocations [39]. For example, in a small private grid, the 
system provides the computation and data storage as a 
closed and private resource, and it is often controlled by a 
central controller [38]. 

Lin and Raghavendra [40] proposed a dynamic load-
balancing policy with a central job dispatcher called the 

LBC policy for distributed systems, which is expected to 
provide near-minimum average task response time for dis-
tributed systems with high speed communication subnets. 
The LBC policy in [40] makes load-balancing decisions 
based on global state information, which has centralized 
information and location rules. Godfrey et al. [41] stored 
load information of the peer nodes in P2P systems in a 
number of directories that periodically schedule reassign-
ments of virtual servers to achieve better balancing, and 
they reduced the distributed load balancing problem to a 
centralized problem at each directory. 

In summary, although the centralized control model is 
simple and can achieve the globally optimal result, it is of-
ten infeasible in reality because only a small amount of real 
distributed systems are static. Therefore, in related studies 
there are only a small amount of studies that adopt fully 
centralized control models. Moreover, the centralized con-
trol model is sometimes used as a baseline to compare with 
the distributed control model [38]. 

3.2 Distributed Control Model  

In the distributed control model, the negotiation and coor-
dination among nodes for tasks are crucial. To implement 
effective negotiation and coordination among autonomous 
nodes, some economically and socially inspired mecha-
nisms are often adopted. Therefore, we can now categorize 
the related studies according to their adopted negotiation 
and coordination mechanisms. In summary, the existing 
related studies include the following: 1) market-based ap-
proaches, such as game theory, auctions, and contract mech-
anisms; 2) society-based approaches, such as strategy diffusion, 
coalition formation, group mechanisms, and  the Matthew 
effect; 3) agent-based approaches, which utilize the autono-
mous modeling and distributed computation ability of 
agents to perform task allocation and load balancing; and 4) 
other alternative approaches for various specific objectives, where 
nodes will negotiate and coordinate to achieve some specif-
ic objectives, such as higher reliability or lower communica-
tion costs.  

3.2.1 Market-Based Approaches 

The market mechanism is a term from economics referring 
to the exchange within a system of value and time trade-
offs to produce the best distribution of goods. In distributed 
systems, the nodes are often independent and make deci-
sions autonomously based on their policies and the market-
like techniques are often used to perform task allocation 
and load balancing. 

The nodes often have specialized knowledge about their 
own capabilities but limited knowledge about other indi-
viduals and the large-scale structure. To solve that problem, 
Walsh and Wellman [42] presented a decentralized market 
protocol for allocating tasks among nodes that contend for 
scarce resources, where nodes trade tasks and resources at 
prices determined by an auction protocol. Moreover, Ghosh 
et al. [43] proposed a game theory pricing model to address 
load balancing issues in mobile grids, which maximizes the 
revenue of the grid user and yet is comparable to other load 
balancing schemes in terms of the overall system response 
time.  

Grosu and Chronopoulos [32] presented a game theory 
framework for obtaining a user-optimal load balancing 
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scheme in heterogeneous distributed systems, and they 
derived a new distributed load balancing algorithm based 
on the structure of the Nash equilibrium; such approach 
can achieve the advantage of distributed structure, low 
complexity, and optimality of allocation for each user. 
Penmatsa and Chronopoulos [44] formulated the load bal-
ancing problem as a non-cooperative game among the us-
ers who try to minimize the expected response time of their 
own tasks, which can provide fairness to all the users in the 
system. 

Auction is another used market-like technique for the 
task allocation and load balancing in distributed systems 
that describes the mechanism or set of negotiation rules for 
tasks. For example, Izakian et al. [45] introduced a continu-
ous double auction method for grid resource allocation in 
which resources are considered as provider agents and us-
ers as consumer agents, which is efficient in terms of suc-
cessful execution rates, resource utilization rates, and fair 
profit allocation. Choi et al. [46] presented the consensus-
based auction algorithm to perform decentralized task allo-
cation, which utilizes a market-based decision strategy as 
the mechanism. Garg et al. [47] proposed a novel meta-
scheduler based on the double auction mechanism. 

3.2.2 Society -Based Approaches  

There are many societal mechanisms, such as strategy dif-
fusion and coalition formation, which describe the collec-
tive decision making of actors to coexist.  

Strategy diffusion is a common phenomenon in the col-
lective motion of society, which denotes the large scale of 
strategy penetrations of certain agents on other agents [50]. 
In distributed systems, the negotiation between neighbor-
ing nodes for tasks can be described as a diffusion process; 
for example, Rotaru and Nägeli [48] introduced the diffu-
sion mechanism into the dynamic load balancing in hetero-
geneous systems and gave a direct explicit expression of 
the balancing flow generated by a generalized diffusion 
algorithm. The advantage of the diffusion mechanism is 
that each node only knows the information of neighbor 
nodes and the global optimal result can be achieved finally. 

A coalition is an alliance among individuals, in which in-
dividuals cooperate in joint action. In distributed systems, 
some nodes can form a coalition to execute a task if such a 
task cannot be performed by a single node [90]. For exam-
ple, Shehory and Kraus [49] presented algorithms that ena-
ble the nodes to form coalitions and assign a task to each 
coalition, and these algorithms have low ratio bounds and 
low computational complexities. Low et al. [51] presented a 
task allocation scheme via self-organizing swarm coalitions 
for distributed mobile sensor network coverage, which uses 
the concepts of ant behavior to self-regulate the regional 
distributions of sensors in proportion to that of the moving 
targets to be tracked. Wang and Jiang [52] proposed a 
community-aware task allocation model for social network 
systems where a node’s cooperation domain is constrained 
in a community and each node can negotiate only with its 
intracommunity member nodes; the proposed model per-
forms very closely to the benchmark exponential brute-
force optimal and the network flow-based greedy algo-
rithm in terms of overall system profit. 

Moreover, there are a few studies that utilize other typi-
cal social mechanisms for task allocation. For example, 

Jiang and Huang [1] used the Matthew effect (i.e., the rich 
get richer mechanism) for the task allocation of distributed 
systems with resource caching, where the nodes that were 
heavily burdened by tasks may have certain preferential 
rights to new tasks in the future. Through experimental 
validation, it was proven that such Matthew effect-based 
task allocation can effectively reduce tasks’ execution time. 

In summary, the aforementioned studies are still in the 
preliminary stage of purely applying some special societal 
mechanisms, and the final performance often depends on 
the matching degree between the societal mechanisms and 
the system environments. In the future, we think the learn-
ing and self-adaption in society should be introduced to 
implement a real self-adaptable task allocation for dynamic 
and complex systems. Moreover, a systematic methodology 
for applying societal mechanisms should be developed.  

3.2.3 Agent-Based Approaches 

In the agent-based approaches, the agents are distributed in 
the network and span across the nodes; the agents can in-
teract with nodes and cooperate with other agents in order 
to solve complex problems for tasks [53]. Totally, autono-
mous agents can observe their surrounding environment 
and perform simple local computations leading to actions 
of task allocation and load balancing.  

Liu et al. [4] provided an agent-based decentralized task 
allocation mechanism for minigrids. In the proposed model, 
an agent will be automatically dispatched to a task imme-
diately after the task is randomly submitted to a node; then, 
the agent will carry the task to search for an appropriate 
node and the dispersion of agents can realize load balanc-
ing. To reduce the waiting time of the task, the agent will 
take the task to a node where the queue of waiting agents is 
small. In the model, agents’ behaviors can be classified into 
two types, leaving and queuing; an agent carrying a task 
will leave a node if it finds there are too many agents queu-
ing at such node; an agent carrying a task will decide to 
queue at a node if it finds the number of already queuing 
agents at such node acceptable.  

Chow and Kwok [54] proposed a multiagent-based load 
balancing model for a cluster of workstations, where the 
agents can span across all the machines of a cluster. The 
proposed algorithm works by associating each agent with a 
credit value that depends on the agent’s affinity to a ma-
chine, the agent’s current workload, the agent’s communi-
cation behavior, the agent’s mobility, etc. To realize load 
balancing among workstations, the credits of agents are 
examined, and the agent with a lower credit value is mi-
grated to a relatively lightly loaded workstation. 

3.2.4 Other Alternative Approaches for Various Specific 
Objectives  

There are some distributed control approaches that cannot 
be categorized into the above three types; now, we also 
introduce some representative studies of them here.   

Di and Wang [35] proposed a novel autonomous re-
source allocation scheme to maximize the throughput of 
self-organizing P2P grid systems, which have high adapta-
bility to dynamic environments by proactive and convex-
optimal estimation of nodes’ volatile states. Hong and 
Prasanna [55] considered the task allocation problem for 
computing large sets of equal-sized independent tasks on 



 

 

heterogeneous computing systems, and developed a decen-
tralized adaptive algorithm for adaptive task allocation. 
Beaumont et al. [56] presented a distributed task scheduler 
to maximize the throughput of each application while en-
suring a fair sharing of resources between applications. 

Antonis et al. [57] proposed an adaptive distributed hier-
archical scheme, the Virtual Tree Algorithm (VTA), which 
creates a virtual binary tree structure over the actual net-
work topology. Shah et al. [58] proposed adaptive and de-
centralized load balancing algorithms to address several 
issues that are imperative to grid environments such as 
handling resource heterogeneity and sharing, and commu-
nication latency. 

3.2.5 Summary for Distributed Control Model 

In summary, the main characteristic of distributed control 
model is that the nodes can coordinate with each other au-
tonomously for task allocation. With the autonomous and 
distributed task allocation, the control can be adapted for 
varying system scales and the failure of some nodes, thus 
the robustness is high. However, as each node can only 
know the information about neighbors, the results may be 
only locally optimal but not globally optimal. Moreover, 
the negotiation among nodes may produce additional 
computation costs. 

3.3 Hybrid Control Model  

It is generally recognized that the distributed control model 
is implicitly designed for infinitely large distributed sys-
tems, while small systems are regarded as being controlla-
ble using the traditional centralized model. However, some 
real systems do not fit conveniently into these “small” or 
“large” categories [39]; particularly, some systems may be 
dynamic, and the scales especially may be variable during 
operation. Therefore, it is now difficult to decide whether 
centralized or distributed control models are used. Moreo-
ver, totally centralized models and totally decentralized 
models both have their respective drawbacks. 
  To solve the above problems, we can consider integrating 
the centralized and distributed control models in a system. 
For example, Zaki et al. [59] presented four strategies based 
on control models (either centralized or distributed) and 
the required information (either global or local): global cen-
tralized load balancing, global distributed load balancing, 
local centralized load balancing, and local distributed load 
balancing. They integrated those four strategies and pre-
sented a customized load balancing scheme.  

Jiang [11] provided a spectrum between a totally central-
ized approach and a totally decentralized approach for per-
forming task allocation: the centralized heuristic is utilized 

to control the overall status information, and the distribut-
ed heuristic is utilized to achieve the flexibility of task allo-
cation. The approach in [11] is realized as follows: a node is 
allocated as a manager for a task using a centralized heuris-
tic, and, if the manager lacks the necessary resources, it ne-
gotiates with other nodes for contractors using a distribut-
ed heuristic; finally, the manager and the contractors con-
stitute the allocated nodes. Then, in [27], Jiang et al. sub-
stantially extended the hybrid control architecture in [11] 
by taking into account the nodes’ negotiation reputations 
during task allocation, where tasks can obtain dependable 
resources in the least access time. 

Moreover, Abdallah and Lesser [60] proposed a media-
tor-agent architecture for hybrid control of task allocation, 
where some nodes are mediators and other nodes are gen-
eral agents. The task allocation process is as follows: a me-
diator receives task announcements with an associated 
payoff; then, the mediator will decompose the task into a 
set of subtasks and contract out subtasks to neighboring 
agents, independent of whether the other agents are media-
tors or not. 

3.4 Summary and Future Research Directions  

In summary, the comparisons among the three control 
models can be shown as Table 1. From the table, we can see 
that each control model has its characteristic and applica-
tion environment.  

Next, we discuss some challenges in existing studies and 
present some insights on future research directions on the 
control models of task allocation and load balancing in dis-
tributed systems, which are shown as follows. 
 In some current distributed systems, such as cloud 

computing systems [77], there are customized services; ac-
cordingly, the control model may also be dynamically cus-
tomized by customers. Therefore, how to customize control 
models to satisfy the requirements of customers is a future 
research issue. 
 Current large distributed systems may be composed 

of several subsystems, and each subsystem may have its 
own unique control model such that there is more than one 
type of control model in the overall system. Therefore, how 
to coordinate the different control models of different sub-
systems to satisfy the requirements of the overall system is 
a research challenge. 
 Current distributed systems may often be dynamic. 

Therefore, a static control model may be unsuitable. In the 
future, the self-adaptation and evolution of control models 
for dynamic distributed systems should be investigated. 

TABLE 1. The comparisons among the three control models 

Control Mod-
els Controller Functions of Nodes     

System 
Scale 

Performance 
Robust-

ness 

Central con-
trol 

There is one cen-
tral controller 

All nodes are passive for 
task allocation Small Globally 

optimal  Poor 

Distributed 
control No controllers All nodes are autonomous 

for task allocation Large Locally op-
timal Good 

Hybrid con-
trol 

Some nodes can 
act as controllers 

 Nodes can act as either 
passive or autonomous role Medium Medium Medium 



 

 

4 RESOURCE OPTIMIZATION IN TASK ALLOCATION 

AND LOAD BALANCING 

In distributed systems, some resources are placed at the 
nodes within the networks and can be accessed and shared 
by users to execute tasks [14][32]; typical resources are 
computation resources, communication resources, data 
resources, and storage resources. Without loss of generali-
ty, task execution can be described through nodes’ opera-
tions when accessing necessary resources distributed in the 
networks [1][5][6][27][28]; also, task allocation often means 
allocating tasks to resources [34][35].  

To achieve good performance of tasks, many existing 
studies have been implemented based on resource optimi-
zation [11][27][28][29]. The related works of resource op-
timization mainly considered two types of resources: 1) a 
self-owned resource-based approach implemented based on 
nodes’ self-owned resource statuses, i.e. a node’s probabil-
ity of being allocated tasks is determined only by its self-
owned resources, and the performance of tasks is mainly 
related to the allocated nodes’ own resource statues; and 2) 
a contextual resource-based approach implemented based on 
not only nodes’ self-owned resource statuses but also their 
contextual resource statuses because nodes may cooperate 
with others within their contexts, and the performance of 
tasks are related not only to the allocated nodes’ resource 
statuses but also their contextual resource statuses. 
In existing related studies, there are many optimization 

objectives, such as minimizing the resource access time, 
maximizing the resource access reliability, and minimizing 
the resource access conflicts of different tasks.  

4.1 Self-Owned Resource-Based Optimization 

In some systems, the resources are often dynamic and of 
great heterogeneity; moreover, the resources may become 
unreliable due to disconnection of power or communica-
tion. To optimize the resource allocation for tasks in grids, 
Xu et al. [34] presented a Chemical Reaction Optimization 
algorithm inspired by the interactions between molecules 
in a chemical reaction, which can optimize the resources 
for tasks with three objectives: makespan, flowtime, and 
reliability. Letting Makespan be the completion time of the 
last finished task, Flowtime be the total time consumed by 
all tasks, and T-aborted represent the total wasted time 
caused by the aborted tasks in terms of reliability, the ob-
jective of resource optimization for tasks in [34] is to: 
min( ( / ) ( / ))Makespan Flowtime m T aborted m          (2) 
where ++=1 and 1,,0, and m is the number of re-
sources. Flowtime and T-aborted have higher order of mag-
nitude than Makepsan and, thus, are normalized by m. 

Izakian et al. [45] presented a continuous double auction 
method to perform the resource optimization for tasks in 
grids, which can achieve the objective of successful execu-
tion rates and resource utilization rates. Das and Grosu [61] 
proposed a combinatorial auction-based resource alloca-
tion protocol in which a user bids a price value for each of 
the possible combinations of resources required for its 
task’s execution. Xue et al. [6] proposed a new price-based 
resource optimization framework in wireless ad hoc net-
works to achieve optimal resource utilization and fairness 
among competing end-to-end flows. 

Moreover, some unpredictable situations may take place 

in open and dynamic distributed systems. Therefore, a 
robust resource optimization method for tasks is needed. 
Sugavanam et al. [62] studied the problem of finding a 
static resource allocation for tasks to maximize the robust-
ness of makespan against the errors in task execution time 
estimates. Jiang [12] considered the variation of underlying 
network topologies of systems and presented a robust re-
source optimization model; the provided model takes into 
account the factors of network topologies and node distri-
butions and implements effective task allocation and re-
source negotiation for the current network topology; final-
ly, robustness and adaptation for the dynamic underlying 
network topologies can be achieved. 

In summary, the self-owned resource-based optimiza-
tion methods only consider the resources of nodes them-
selves, thus the coordination among nodes for resources 
may be neglected. Therefore, such method may perform 
well only in the situations where most nodes can finish the 
allocated tasks autonomously.   

4.2 Contextual Resource-based Optimization 

In distributed systems, nodes often need to negotiate with 
other nodes within their contexts when they execute tasks. 
Therefore, the capacity of a node to execute tasks is deter-
mined by not only its own resources but also its contextual 
nodes’ resources [11]. For example, assume task t needs the 
resource set {r1, r2, r3}; now let node a1 hold the resource set 
{r1, r2}, and a2 hold the resource set {r1}. According to the 
perspective of self-owned resource-based optimization, a1 
may have higher performance for providing necessary 
resources to execute t. However, now it is assumed that a2 
can easily share resources {r2, r3} with its interacting coun-
terparts, but a1 cannot share any resources from other 
nodes, thus we should allocate task t to a2 but not a1. 

Therefore, a new task allocation idea based on contextu-
al resource optimization is presented [11]: if a node does 
not own plentiful resources by itself, but it can obtain 
enough resources from other nodes in context easily, it 
may also be allocated tasks; the number of allocated tasks 
on a node is directly proportional to not only its own re-
sources but also the resources of its interacting nodes. 

Let there be a node ai, and the set of nodes within its 
context is Ci. Obviously, every node within Ci will contrib-
ute differently to the resource performance of ai; the con-
tribution of a node within Ci to node ai is determined by 
the distance between such node and ai in the network. 
Now, the concept of the contextual resource enrichment 
factor of node ai for resource rk can be defined as follows. 

1

( ) ( )
1

j i

j i

ij
i j

a C

ija C

d
k n k

d




 
 

   
  
 

 


                  (3)                          

where nj(k) is the amount of resource rk owned by node aj, 
and dij is the distance between ai and aj in the network; 
aiCi. Then, based on the above metrics for contextual re-
sources of nodes, Jiang [11] presented the objective of con-
textual resource optimization for task allocation: if a task 
needs resource rk, let the set of nodes be A, then the task 
will be allocated to the following node: 

arg max ( )
i

i
a A

a k
 

                               (4) 

Moreover, Jiang and Huang [1] considered the contextu-



 

 

al resources in the systems with resource caching: if a 
node’s contextual nodes have richer experiences of execut-
ing tasks, the node may have higher access to the resources 
(required by the tasks) even if it seldom accessed the re-
sources by itself. Therefore, Jiang and Huang [1] proposed 
the following novel idea of task allocation based on contex-
tual preferential attachment: contextually-experienced 
nodes receive more new tasks than less contextually-
experienced nodes. With such model, the contextual re-
source access time can be optimized. 

Moreover, in real-world situations, multiplex networks 
are often observed where there are multiple types of links 
between nodes, and each type of link may have a different 
relative bias in communicating different types of resources. 
Therefore, in the systems, there may be several network 
layers, where each network layer is composed of the same 
type of links and the involved nodes. By considering this 
new situation, Jiang et al. [63] proposed the network layer-
oriented task allocation model, which considers not only 
the contextual nodes but also the contextual layers.  

In summary, the contextual resource-based optimization 
methods consider the coordination among nodes, so they 
can be fitted for current cooperative distributed systems 
where many nodes often cooperate for executing tasks. 
However, these optimization methods need a large 
amount of computation, which may produce high costs for 
the large-scale systems. 

4.3 Summary and Future Research Directions 

In summary, the comparisons among the two resource 
optimization methods can be shown as Table 2. From the 

table, we can see that each method has its own advantages 
and disadvantages. 

Next, we discuss some challenges in existing studies and 
present some insights on future research directions on the 
resource optimization of task allocation and load balancing 
in distributed systems, which are shown as follows. 
 There are often many tasks that are executed con-

currently in systems, and the concurrent tasks may com-
pete for resources. Existing related studies mainly perform 
resource optimization according to the current resource 
situation in the system and cannot predict the future situa-
tion where other tasks may also consume resources. There-
fore, how to make resource optimization by considering 
and predicting the resource usages of other concurrent 
tasks is a research challenge. 
 The resource distribution in systems may be dy-

namic; more seriously, the resource optimization schemes 
may be disabled due to the drastic change of resource dis-
tribution. Therefore, in the future, the resource optimiza-
tion schemes should adapt to the dynamic change of re-
source distribution. 
 In some distributed systems, such as cloud compu-

ting systems, virtualization technology is often used to 
provide virtualized resources for higher-level applications. 
Virtualization technology may create challenges for re-
source optimization because the virtualization provides 
the capability of pooling computing resources from clus-
ters of servers and dynamically assigning or reassigning 
virtual resources to applications on-demand [88]. Such 
issue should be investigated in the future research of re-
source optimization. 

TABLE 2. The comparisons between the two resource optimization methods 

Methods Basic principle Advantages     Disadvantages 
Application Envi-

ronments 

Self-owned 
resource-
based op-
timization 

A node’s probability of being allocated 
tasks is determined only by its self-
owned resources; thus only the allocated 
nodes’ own resources are optimized. 

Easy to implement and 
the information for self-
owned resources can be 
easily achieved 

The resource access 
performance may 
be poor if the allo-
cated nodes cannot 
finish the tasks by 
themselves 

Nodes often exe-
cute the tasks au-
tonomously   

Contextual 
resource-
based op-
timization 

A node’s probability of being allocated 
tasks is determined by not only its own 
resources but also the resources in its 
contexts; thus both the allocated nodes’ 
own resources and their contextual re-
sources are optimized.  

Nodes contribute their 
resources for cooperat-
ing to execute tasks; the 
resource access time 
among allocated nodes 
can be optimized 

A large amount of 
computations are 
needed and high 
costs may be pro-
duced 

Cooperative dis-
tributed systems 
in which many 
nodes often coop-
erate for executing 
tasks 

 
 
5 RELIABILITY IN TASK ALLOCATION AND LOAD 

BALANCING 

Due to the openness, dynamics, and heterogeneity of dis-
tributed systems, the nodes or networks may be unrelia-
ble; even more, some users may use the systems to per-
form malicious actions. Reliability in task allocation and 
load balancing is of critical importance for distributed 
systems, especially for some mission critical applications, 
such as financial systems and military ad hoc networks.  

The reliability of tasks is the probability that all tasks 
can be executed successfully in the system. The reliability-
oriented task allocation problem is to find a task alloca-
tion result such that the reliability is maximized [30][31]. 
Typically, there are two classes of approaches: one is the 
redundancy-based approaches, which mainly implement 
redundancy of some elements so that the overall task exe-

cution is successful even if some parts of the elements fail; 
the other is the non-redundancy based approaches, which 
mainly adopt certain mechanisms to optimize the reliabil-
ity for tasks.   

5.1 Redundancy-Based Approaches 

There are two types of redundancy to achieve the reliabil-
ity for executing tasks: one is the redundancy of resources, 
and the other is the redundancy of tasks. 

5.1.1 Redundancy of Resources 

Redundancy of resources means that more resources will 
be provided for tasks than necessary, which can avoid the 
situation where the tasks may be executed unsuccessfully 
due to the unreliability of some resources. Generally, it is 
demonstrated that redundancy in resources can improve 
reliability. However, the reliability-oriented task alloca-
tion based on resource redundancy is NP-hard, so it is 



 

 

necessary to find some heuristic algorithms that can 
achieve near-optimal results efficiently and simply [31].  

Moreover, redundancy may be an expensive approach 
and incurs higher related costs, thus some researchers 
aim to maximize the reliability of task allocation with less 
extra hardware and/or software costs.   For example, 
Kang et al. [13] proposed a simple and effective iterative 
greedy algorithm to find the best possible solution within 
a reasonable amount of computation time; the algorithm 
first uses a constructive heuristic to obtain an initial allo-
cation and iteratively improves it in a greedy way. Hsieh 
[64] proposed a hybrid genetic algorithm to determine the 
optimal resource redundancy policies so that the system 
cost is minimized. Elegbede et al. [65] proposed an algo-
rithm, ECAY, which allows the allocation of both reliabil-
ity and redundancy to each subsystem for target reliabil-
ity for minimizing the system cost. 

5.1.2 Redundancy of Tasks  

Reliability can be achieved by the fault-tolerance of tasks, 
which can be implemented by the introduction of redun-
dant copies of tasks [66]: a task consists of several copies 
that are resident on and executed by a number of separate 
nodes; the final result can be achieved by a majority vot-
ing rule so that the mistake of any single copy of a task 
can be suppressed. For example, Cherkassky and Chen 
[67] described a simple yet effective method to improve 
the reliability via redundant allocation of tasks to com-
puters, where tasks are allocated to computers redun-
dantly using the k-circular shifting algorithm so that, if 
some computers fail during the execution, all tasks can be 
completed on the remaining computers. Dai and Levitin 
[68] presented a method to maximize the reliability of 
grid service tasks, where the systems can divide tasks into 
execution blocks and assign the same execution blocks to 
several independent resources for redundant execution. 
Tom and Murthy [69] presented a method to allocate the 
subtasks to nodes in a manner that maximizes the proba-
bility of being able to successfully access all the files re-
quired for execution.  

However, the reliability model based on task copies 
and majority voting will produce additional computation 
time and costs. Therefore, many studies aimed to reduce 
the computational costs caused by the redundant copies 
of tasks; some representative studies are shown as follows. 

Jiang et al. [70] considered the reliability of mobile tasks 
in distributed systems with malicious nodes and present-
ed a novel task migration fault-tolerance model based on 
integrity verification, which can reduce the complexity 
and redundancy costs by comparing with the traditional 
fault-tolerance approaches based on task copies and ma-
jority voting. In [70], the mobile task does not need to 
produce replica at every migration step; the replica of the 
mobile task need to be produced only when the task in-
tegrity is tampered with by a malicious node. Let the 
number of task migration steps be n, and the number of 
candidate nodes in every migration step be m; the com-
plexity of the task migration communication degrees in 
[70] is O(n*m) by comparing with the complexity of 
O(n*m)2 in previous benchmark studies. 

Karit and Murthy [30] used the idea of branch and 
bound with underestimates for reducing the computation 

and presented a heuristic algorithm that obtains subopti-
mal task allocations for maximizing reliability in a rea-
sonable amount of computational time, in which the list 
of modules of a task are reordered to allow a subset of 
modules that do not communicate with one another to be 
assigned last for further reduction in the computation. 

5.2 Non-Redundancy-Based Approaches 

The redundancy-based approaches introduced in Section 
5.1 may impose extra hardware or software costs to the 
systems; such costs may significantly influence the per-
formance of the system while the number of tasks is large; 
moreover, in many situations, the redundancy is not prac-
tical. Therefore, many studies have been conducted that 
aim to present a proper allocation mechanism to improve 
system reliability without redundancy so that the addi-
tional hardware or software costs will not be required.  

5.2.1 Optimization Mechanisms for Reliability 

To maximize reliability for tasks, optimization mecha-
nisms are used to find the optimal or near-optimal task 
allocation strategy. 

To measure the unreliability in the task execution, vari-
ous cost functions were presented in related studies; 
based on the defined cost functions, some schemes are 
presented to maximize the reliability. For example, Fara-
gardi et al. [71] presented an optimization method for 
reliable task allocation that consists of a cost function rep-
resenting the unreliability caused by the execution time of 
tasks on nodes and inter-processor communication time; 
the aim of the method is to find a task allocation under 
which the overall reliability of the systems is maximized. 
Moreover, Attiya and Hamam [10] developed an alloca-
tion model for reliability also based on such a cost func-
tion, and presented a heuristic algorithm derived from 
the well-known simulated annealing technique to quickly 
solve the reliability problem. 

There are also some studies that introduced other relat-
ed techniques into ensuring reliability for tasks. For ex-
ample, Yin et al. [72] presented a hybrid particle swarm 
optimization (HPSO) algorithm for finding the near-
optimal task allocation within a reasonable time for max-
imizing reliability, which is robust against different prob-
lem sizes, task interaction densities, and network topolo-
gies. Kang et al. [73] proposed a new swarm intelligence 
technique based on the honeybee mating optimization 
algorithm for the task allocation, which combines the 
power of simulated annealing and genetic algorithms 
with a fast problem specific local search heuristic to find 
the best possible solution within a reasonable computa-
tion time for maximizing reliability. Moreover, Srinivasan 
and Jha [74] devised a new heuristic based on the concept 
of clustering to allocate tasks for maximizing reliability. 

In summary, the existing studies mainly aim to use 
heuristics to achieve the theoretically reliable perfor-
mance with minimum costs for some special cases. How-
ever, the generality and practicability of existing ap-
proaches may not be ideal.  

5.2.2 Trust-or Reputation-Based Approaches  

In distributed systems, some nodes may take subjective 
initiative for generating malicious or deviant behaviors 



 

 

[9]; for example, some nodes may fabricate their resource 
status information during the task allocation for achiev-
ing the tasks, but they do not really contribute all their 
free resources if the allocated tasks require those re-
sources [27]. To measure the reliability of nodes for tasks, 
the concepts of trust and reputation are often used. 

1) Trust-based approaches 

Trust denotes that one party is willing to rely the ac-
tions on another part. Given the background that some 
nodes may not successfully complete their allocated tasks, 
the trust between nodes should be taken into account 
when allocating tasks. Trust in task allocation often de-
notes that the allocator is willing to rely on the actions of 
a node for providing reliable execution of such task.  

Ramchurn et al. [75] developed a class of trust-based 
mechanisms that can take into account multiple subjective 
measures of the probability of a node succeeding at a giv-
en task and produce allocations that maximize social utili-
ty and ensure that no node obtains a negative utility. Shen 
et al. [76] developed a trust model to construct a novel 
mechanism that motivates sensor agents to limit their 
greediness or selfishness to make task allocation, and they 
modeled the sensor allocation optimization problem with 
trust-in-loop negotiation game and solved it using a sub-
game perfect equilibrium. 

2) Reputation-based approaches 

   Reputation of a social actor means the opinion about 
such actor as defined by others [87]. Now, the concept of 
reputation can be introduced to measure the reliability in 
distributed systems. A node’s reliability is not merely a 
binary property perceived by another node, but instead is 
often a statistical one based on such node’s prior perfor-
mance and behavior as perceived by other nodes [78].  

To achieve reliable resources with the least access time 
to execute tasks in undependable social network systems, 
Jiang et al. [27] presented a task allocation model based 
on the negotiation reputation mechanism, where a node’s 
past behaviors in the resource negotiation of task execu-
tion can influence its probability to be allocated new tasks 
in the future. In this model, the node that contributes 
more reliable resources with less access time during task 
execution is rewarded with a higher negotiation reputa-
tion, and may receive preferential allocation of new tasks. 
The task allocation model based on negotiation reputation 
in [27] is superior to the traditional resource-based alloca-

tion approaches and game theory-based allocation ap-
proaches in terms of both the task allocation success rate 
and task execution time and that it usually performs close 
to the ideal approach (in which deceptive nodes are fully 
detected) in terms of task execution time. In addition, the 
model in [27] considered the reputation of communica-
tion paths; the reputation of communication paths be-
tween two nodes can be adapted according to the two 
nodes’ past negotiations in task execution; for example, if 
the two nodes can negotiate for finishing a task through 
the path, then the reputation of that path will be gained, 
and vice versa. 

Another representative study is that Yahyaoui [79] pre-
sented a distributed reputation-based game theoretical 
model for task allocation: each node submits a cost for 
achieving a specific task and computes the reputation 
based cost, and the node with the minimal reputation-
based cost will be allocated the task. 

5.3 Summary and Future Research Directions 

In summary, a comparison of the different approaches for 
ensuring reliability of task is shown as Table 3. Next, we 
discuss some challenges in existing studies and present 
some insights on future research directions on the reliabil-
ity of task allocation and load balancing in distributed 
systems, which are shown as follows. 
 In a distributed system, there may be more than one 

mechanism for ensuring reliability. For example, hybrid 
clouds are composed of private and public clouds, and 
the private cloud may have a reliability mechanism dif-
ferent from that of the public cloud. Therefore, how to 
coordinate different reliability mechanisms and ensure 
their consistency is a future research issue. 
 In most existing related studies, the reliability mech-

anisms are often predesigned offline. However, the sys-
tems may be large and dynamic; thus, how to make the 
system learn to adopt a suitable reliability mechanism 
online should be solved in the future. 
 Existing reliability mechanisms mainly aim to ensure 

the reliability during the stage of task allocation. Howev-
er, how can we do if the perfect reliability cannot be en-
sured during the task allocation stage? We think that, in 
the future, the reliability should also be achieved during 
the task execution stage, i.e., a reliable task execution 
mechanism should be investigated. 

TABLE 3. The comparison among the approaches for reliability 

Approaches Basic principle Advantages     Disadvantages 
Application 

Environments

Redundancy-
based 

Implement redundancy of 
some elements so that the 
overall task execution is 
successful even if some 
parts of the elements fail 

Good failure-
tolerance perfor-
mance 

Produce additional computation 
and resource costs 

 Small-scale 
systems 

Non-
re-
dun-
dan-
cy-
base
d 

Optimi-
zation 
mecha-
nisms 

Use optimization mecha-
nisms to find the optimal 
or near-optimal task alloca-
tion strategy  

Can achieve a theo-
retically reliable per-
formance with mini-
mum costs 

The optimization mechanism is 
not general and may be only 
useful for some special cases 

Some special 
cases under 
certain con-
straints 

Trust/re
putation 
mecha-
nisms 

Trust or reputation is used 
to ensure the reliability: the 
nodes should interact to 
construct trust relations for 
task allocation; and a 
node’s reputation is de-
termined by its past expe-
riences for executing tasks. 

There are many ma-
ture trust/reputation 
mechanisms that can 
be used. And this 
approach can adapt 
for different system 
scales 

The construction of trust relation 
between nodes may need costs 
or infrastructure. The past expe-
riences of a node may be unde-
pendable so that incorrect repu-
tation may be achieved.  

Relatively 
general envi-
ronments 



 

 

6 COORDINATION AMONG HETEROGENEOUS NODES 
IN TASK ALLOCATION AND LOAD BALANCING  
In many distributed systems, the nodes are heterogeneous 
to provide varying distributed applications. For example, 
in a grid, the nodes may be attributed to different organi-
zations. Heterogeneous nodes may not cooperate in mak-
ing decisions [32], and, each node may optimize its own 
resource access performance independently of the others 
when the node executes tasks. Therefore, there are some 
related studies aiming to make these noncooperative nodes 
coordinate to improve the overall performance of tasks, in 
which some mechanisms are used to incentivize self-
interested nodes to contribute their resources to others for 
executing tasks [28].  

6.1 Game Theory-Based Approaches  

In existing studies, game theory is often used to make het-
erogeneous nodes coordinate to reach an equilibrium.  For 
example, Subrata et al. [80] modeled the grid load-
balancing problem as a noncooperative game with the ob-
jective of reaching the Nash equilibrium, where the nodes 
are heterogeneous in different processing power. Grosu 
and Chonopoulos [32] considered a distributed system that 
consists of n heterogeneous nodes shared by m users and 
formulated the load balancing problem as a noncoopera-
tive game among users under the assumption that the us-
ers would attempt to minimize the expected response time 
of their own jobs. 

Even-Dar et al. [81] investigated the load balancing in 
the Internet and related it to potential games, and studied 
the number of steps required to reach a pure Nash equilib-
rium in a load balancing scenario where each user behaves 
selfishly and attempts to migrate to a machine which will 
minimize its cost; moreover, they found that load balanc-
ing in unrelated nodes is a generalized ordinal potential 
game, load balancing in related nodes is a weighted poten-
tial game, and load balancing in related nodes and unit 
weight tasks is an exact potential game. 

6.2 Other Approaches 

In addition to game theory, there are some other ap-
proaches to achieve coordination among heterogeneous 
nodes for task allocation; typically, graph theory tools are 
often used for modeling and analyzing the coordination 
relations among heterogeneous nodes [89].  

For example, a task interaction graph, which is an undi-
rected graph where two tasks communicate if there is an 
edge between the nodes, can be used to model the coordi-
nation among heterogeneous nodes [82]. Based on the task 
interaction graph, Ucar et al. [83] considered the heteroge-
neous nodes where the execution cost of a task depends on 
the node on which it is executed, and they formally de-
fined the task allocation as the optimization problem for 
the sum of the execution and communication related to the 
task interaction graph and the task-node expected compu-
tation time matrix. 

Hong and Prasanna [55] modeled the interconnection 
between heterogeneous nodes as a graph and used an ex-
tended network flow representation to make nodes coor-
dinate in the task allocation to maximize the throughput of 
the system. Bajaj and Agrawal [84] investigated the alloca-
tion of parallel tasks to the heterogeneous system, where 

the nodes may not be identical and take different amounts 
of time to execute the same task, and introduced Directed 
Acyclic Graphs (DAGs) to represent the applications and 
provide a task duplication-based scheduling algorithm for 
a network of heterogeneous systems. 

6.3 Summary and Future Research Directions 

In summary, the coordination mechanisms among hetero-
geneous nodes are similar to the general coordination 
mechanisms in society, among which the game theory and 
graph theory are often used. The comparison between the 
two types of approaches can be shown as Table 4. 

Next, we discuss some challenges in existing studies and 
present some insights on future research directions on the 
coordination among nodes in distributed systems, which 
are shown as follows. 
 In current related studies, the roles of nodes are al-

ways assumed to remain fixed during the task allocation 
and execution. However, such an assumption cannot fully 
reflect reality. In fact, nodes can dynamically change their 
roles in the system, e.g., an untruthful node can perform 
truthful action when it finds that such an action can derive 
more benefits; or a competitive node can also perform co-
operative actions in the system. Therefore, the coordina-
tion among dynamically transformable nodes in task allo-
cation is a research challenge. 
 In existing studies, each node often makes decision 

individually according to its own strategy. However, some 
nodes may form a cluster or a community, and the nodes 
within a cluster or a community may perform some related 
strategies for allocating tasks. In the future, we plan to in-
vestigate the coalition mechanism and collective decision-
making model of nodes organized by clusters or communi-
ties in distributed systems. 

TABLE 4. The comparison between game theory-based and graph 
theory-based approaches for the coordination of nodes 

Coordina-
tion mech-

anisms 

Imple-
mentation 

manner 
Performance 

System 
scales 

Game theo-
ry-based 

Distrib-
uted 
manner 

Adapt for the dynam-
ic situations and have 
good robustness  

Large 
scale 

Graph the-
ory-based 

Central-
ized 
manner 

Globally optimal Small 
scale 

7 CONSIDERING NETWORK STRUCTURES IN TASK 

ALLOCATION AND LOAD BALANCING 

In distributed systems, network structures are very im-
portant and can influence the coordination among nodes 
for executing tasks. Generally, there are two types of net-
work structures: one is that the nodes are interconnected 
by physical communication network structures; the other 
is that the nodes are interconnected by virtual interaction 
network structures, such as social network systems [96]. 
  The first type of network structures are the physical 
communication networks, which may influence the com-
munication performances among nodes; thus the resource 
access of nodes for executing tasks is significantly related 
to this type of network structures. For example, if a node 
locates at an outlying place in the network structure, it 
may needs much communication costs if such node wants 



 

 

to cooperate with other nodes. Therefore, both the re-
sources and locality of a node should be taken into account 
in task allocation; the experiment results in [15] showed 
that the locality-based task method can reduce the com-
munication costs for a single task more effectively than the 
resource-based one, but the resource-based method can 
generally obtain better load balancing performance for 
parallel tasks than the locality-based one. 
  The second type of network structures are the virtual in-
teraction networks, which are composed of the interaction 
relations among nodes; an example of this type is social 
network systems. Jiang et al. [27] made a series of experi-
ments on the task allocation in some typical social network 
structures: small world networks, scale-free networks, 
random networks, regular ring networks, and the Jazz 
bands networks; they validated the influences of different 
social networks on the task allocation model.  

In summary, some challenges in existing studies and fu-
ture research directions on the effects of network struc-
tures in task allocation and load balancing of distributed 
systems can been shown as follows. 
 In reality, the physical communication networks and 

virtual interaction networks may be correlated with each 
other. Therefore, the correlated effects between these two 
types of network structures in task allocation should be 
investigated in the future. 
 In real distributed systems, especially large systems, 

there may be hybrid network structures; for example, ad 
hoc structure and P2P structure may coexist in the physical 
communication network in a system, or the small world 
structures and random structures may be hybrid in the 
virtual interaction network in a system. Therefore, the ef-
fects of hybrid network structures on task allocation will 
be investigated in the future. 

8 CONCLUSIONS  

Task allocation and load balancing have been intensively 
researched in past decades; a large number of related stud-
ies and results have been presented concerning this topic. 
However, there are many types of distributed systems, 
which means that the task allocation and load balancing 
models in different types of systems are also different; 
therefore, people may often be puzzled by the enormous 
amount of varying related studies.  

To solve the above problem, in this survey, we perform 
a systematic review of task allocation and load balancing 
by analyzing the general characteristics of distributed sys-
tems. This survey summarizes the following general char-
acteristics of distributed systems: 1) lack of a global control 
unit; 2) distribution and sharing of resources; 3) openness 
and unreliability of systems; 4) heterogeneous nodes; and 5) 
constraints of network structures. Based on these typical 
characteristics, this paper reviews the existing studies on 
task allocation and load balancing with respect to the fol-
lowing aspects: control models, resource optimization, 
reliability, coordination, and considering network struc-
tures. For each aspect, we summarize the existing studies 
and discuss the future research directions. Through this 
survey, the related studies on task allocation and load bal-
ancing can be understood well by considering how they 
can satisfy the characteristics of distributed systems. 

Currently, distributed systems are developing rapidly, 
and new distributed computing topics are continually pre-
sented. For example, big data and cloud computing may 
create many new problems, such as the need for high 
throughput, interoperability between hybrid clouds, secu-
rity and privacy. Therefore, task allocation and load bal-
ancing should consider these new emerging problems in 
distributed systems. Moreover, current systems may often 
be dynamic, scalable, and evolutionary; and how to re-
spond quickly to rapid changes in those systems may 
bring great challenges to task allocation and load balancing.  
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