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Abstract—Recent years have witnessed a surge of headphones
(including in-ear headphones) usage in works and communi-
cations. Because of the privacy-preserve property, people feel
comfortable having confidential communication wearing head-
phones and pay little attention to speech leakage. In this paper,
we present an end-to-end eavesdropping system, mmEar, which
shows the feasibility of launching an eavesdropping attack on
headphones leveraging a commercial mmWave radar. Different
from previous works that realize eavesdropping by sensing
speech-induced vibrations with reasonable amplitude, mmEar
focuses on capturing the extremely faint vibrations with a low
signal-to-noise ratio (SNR) on the surface of headphones. Toward
this end, we propose a faint vibration emphasis (FVE) method
that models and amplifies the mmWave responses to speech-
induced vibrations on the In-phase and Quadrature (IQ) plane,
followed by a deep denoising network to further improve the
SNR. To achieve practical eavesdropping on various headphones
and setups, we propose a cGAN model with a pretrain-finetune
scheme, boosting the generalization ability and robustness of the
attack by generating high-quality synthesis data. We evaluate
mmEar with extensive experiments on different headphones and
earphones and find that most of them can be compromised by
the proposed attack for speech recovery.

Index Terms—side-channel attack, headphone eavesdropping,
mmWave sensing

I. INTRODUCTION

The global headphone market size (including in-ear head-
phones) is valued at more than 58 billion in 2022 and is
expected to grow at a compound annual growth rate of
12.6% from 2023 to 2030[1], showing an unstoppable trend
of increasing headphone usage in the daily lives for people
around the world. Besides the usage of entertainment, nowa-
days more and more people choose to wear headphones for
working, including phoning, attending online conferences, and
listening to voice messages. Compared to other alternatives
(e.g., loudspeakers), headphones limit the transmission of
sound close to the human ear, greatly reducing sound leakage.
In that case, headphone users usually pay little attention to
the threats of eavesdropping, making room for potential side-
channel attacks.

Several side-channel attacks on loudspeakers leveraging
non-acoustic sensors have been revealed by previous studies.
The key insight is that when a loudspeaker generates sound
waves, it induces the physical vibration of itself and the
surrounding objects. Instead of directly recording the sound,
side-channel eavesdropping attacks focus on capturing the
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sound-induced vibrations. Optical sensors, including lasers[2],
high-speed cameras[3], electro-optical sensors[4] and lidars[5]
could capture the vibrations for voice eavesdropping, under
the assumption of static targets and no occlusion. With the
surge of mobile devices, the built-in motion sensors are
exploited to infer the speech[6], [7], [8], [9], [10], under the
assumption of accessible motion sensor data. More recently,
radio frequency (RF), such as Wi-Fi[11], [12] and UWB[13],
has been explored for contactless eavesdropping, but not robust
to noise. Due to their constraints, all these attacks could not
yet threaten the headphone scenarios.

With the development of 5G and IoT, researchers find
that mmWave signal could capture small vibrations[14] and
thus enable eavesdropping on loudspeakers[15], sound wave-
induced objects[16] and smartphones[17], [18]. These ap-
proaches work well with enough strength and signal-to-
noise ratio (SNR) of the sound-induced vibrations. However,
eavesdropping on headphones with mmWave signal is much
more challenging as most sound-induced vibrations are wak-
ened and absorbed within the headphone structure. To tackle
this problem and enable headphone eavesdropping with a
commercial-of-the-shelf (COTS) mmWave radar, we face the
following challenges. First, the sound-induced vibrations on
the headphone surface are too weak that a COTS mmWave
radar could barely capture their pattern, and the SNR of
captured sound-induced vibrations is too low that the noises
dominate the influences on mmWave signals. Second, there are
various headphones with different structures and materials, and
the setups in real-world scenarios can also be different, making
a versatile eavesdropping attack on different headphones and
setups extremely difficult and costly.

In this work, we address the above challenges and propose
mmEar, a practical mmWave-based headphone eavesdropping
scheme using single COTS mmWave radar. To capture the
faint speech-induced vibrations on the headphone surface, we
propose a faint vibration emphasis (FVE) method that ampli-
fies the vibration-induced phase changes of reflected mmWave
signal on the In-phase and Quadrature (IQ) plane, followed by
a deep denoising network to further improve the SNR of the
captured sound-induced vibrations, so that the sound infor-
mation carried by the vibrations could be partially revealed
from the mmWave signals. To further improve the quality and
intelligibility of the extracted sound information, we propose a
cGAN model with a pretrain-finetune scheme, which leverages
the physical mechanism of vibration generation on headphones



Fig. 1: A typical headphone structure and related
sound/vibrations.

to generate large-amount synthesis pretraining data for various
headphones and setups, followed by a finetune step with small
amount real-world collected data to strengthen the robustness
of the model, and finally recover the speech on the headphone
and accomplish the eavesdropping. Overall, our contributions
are summarized as follows:

• Our work reveals a practical non-contact eavesdropping
attack on headphones leveraging single COTS mmWave
radar, which demonstrates the alarming threat of user
privacy leakage from widely used headphones.

• We propose FVE, a method for capturing faint speech-
induced vibrations with low SNR from mmWave signals,
which improves the perceived granularity for mmWave
radars and extends their eavesdropping scenarios.

• We design a cGAN model with a dedicated pretrain-
finetune scheme and a synthesis data generation approach
to ensure that our attack could recover intelligible speech
from different headphones and various setups with a small
amount of real-world collected data.

• We performed extensive experiments to evaluate the
proposed attack on different headphones and setups,
demonstrating that most of them can be compromised
by the proposed attack for speech recovery.

II. BACKGROUND AND THREAT MODEL

A. Headphone Vibraition

Fig. 1 depicts the typical structure of a headphone and the
related sound/vibrations when playing an audio signal. The
sound wave is generated from the driver and most signals
propagate through the ear pad to human ears, providing high-
quality sound to users. Meanwhile, there are some sound
signals and sound-induced vibration signals within the head-
phone. Part of these signals transmits to the housing part of the
headset, suffering great attenuation, and finally inducing faint
vibrations on the surface of the headphone. With a normal
sound volume setup, such pulses are too tiny to be observed.

B. mmWave FMCW Radar

The Frequency-Modulated Continuous Waveform (FMCW)
mmWave radar works by transmitting chirp signals whose
frequency increases linearly over time. Then the radar col-
lects signals reflected from reflectors and mixes the received
signal with the transmitting signal to generate the intermediate
frequency (IF) signal, whose frequency is proportional to the
time the chirp signal travels. Thus, the distance between the

Fig. 2: Range-FFT on fast-time samples is needed to locate
the target bin and phase variations of slow-time samples is
used to capture the tiny displacement.

radar and reflectors could be measured from the IF signal given
a fixed mmWave signal transmission speed.

In practice, to measure the distance, a Fast Fourier Trans-
form (i.e., range-FFT) is applied. As shown in Fig. 2, for each
transmitting and receiving chirp pair, range-FFT generates a
series of fast-time samples referred to as range bins, each
corresponding to a discretized distance. For a COTS mmWave
radar with 4GHz bandwidth for FMCW chirps, the distance
measurement resolution is around 3.75cm, which could gen-
erally locate the target (such as a headphone), but far from
capturing the faint speech-induced vibrations.

For more fine-grained vibration sensing, the phase variations
of the IF signal from the target range bin are needed. As de-
picted in Fig. 2, the samples in every chirp in a target range bin
form the slow-time samples, and the phase variation caused by
displacement changes ∆d could be measured from the slow-
time samples as ∆ϕ = 2π∆d

λ , where λ denotes the wavelength
of the mmWave chirp signal. Given the mm-level wavelength
for mmWave radars, um-level displacement changes could be
detected[17], which could capture the faint speech-induced
vibrations from the headphones if not considering the real-
world noises.

C. Threat Model

Scenarios: The scenario could be that a victim is making
phone calls or participating in online conferences using head-
phones, which happens every day in the subway, café, etc.
Meanwhile, an attacker co-located with the victim leverages a
COTS mmWave radar sensor (which could be hidden in bags)
to transmit mmWave signals toward the surface of the target
headphones to perform eavesdropping. The goal of the attacker
is to recover the speech content played in the headphone.

Assumptions: We assume that there are no physical block-
ages between the victim’s headphones and the mmWave radar
so that the mmWave signals can be transmitted directly toward
the headphone of the victim. We do not assume the attacker
installs any malware or attaches any customized hardware on
the victim’s device. And we do not assume the adversary
has prior knowledge of the victim’s headphone type and
the attack scenario context information.



Fig. 3: The comparison between spectrogram of clean speech
(a), speech recovered from the phone (b), and the speech
captured from the headphone (c).

III. FEASIBLE STUDY

We first explore the feasibility of capturing the patterns of
speech-induced vibrations on the headphone surfaces in real-
world scenarios. As described in Section. II, phase variations
of the mmWave IF signal can be utilized for tiny vibration
detection. Based on this principle, preliminary experiments
were conducted with a COTS TI AWR1642 mmWave radar
and an HP GH10GS headphone. The distance between the
headphone and the mmWave radar is kept constant at 50cm.
During experiments, audio clips sourced from the ”Harvard
Sentences” in the Harvard Speech Corpus (HSC)[19] are
played on the headphone. Meanwhile, the mmWave radar
captures the speech-induced vibrations on the headphone sur-
face as phase variations following the operations described
in Section. II, and the extracted phase variations are then
transformed into the corresponding spectrogram using Short-
Time Fourier Transform (STFT).

For comparison, an iPhone 13 with earpiece mode on is
tested under the same setup, since previous works[17], [18]
have explored the feasibility of eavesdropping on smartphones’
earpieces using mmWave radars. The results are shown in
Fig. 3. The sound-induced vibrations from smartphones’ ear-
pieces could be roughly captured. While for headphones, due
to the weaker vibration and lower SNR, most patterns are lost,
leaving only limited and vague patterns on the spectrogram
that could hardly represent the speech information.

To further improve the perceived granularity, we explore
the phase variations of mmWave signals on vibration detec-
tion. Specifically, when plotting the phase variation samples
on the In-phase and Quadrature (IQ) plane, theoretically,
these samples could form arc-shape trajectories whose length
is proportional to vibration amplitudes[20]. Considering the
background noises, the arc trajectory could be shifted on the
IQ plane and the linear relation between the arc length and
the vibration amplitudes may not be kept. Fig. 4 illustrates
the vibration-induced phase variations on the IQ plane. It can
be seen that with relatively large vibration amplitudes and high
SNR (such as vibrations on loudspeakers), the circle related
to the arc trajectory could be fit and the linear relation could
be regained by translating the circle center to the origin of
IQ plane. On the other hand, with relatively small vibration
amplitude and low SNR (such as vibrations on headphone
surfaces), the sample trajectories lose the arc shape, making
the circle fitting almost impossible, which prevents high-
quality pattern capturing with mmWave signals. Although a
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Fig. 4: Phase variation fitting on the IQ plane.

recent work[21] proposes a multi-signal consolidation (MSC)
model to guide the extraction of tiny machine vibrations, that
could not help in extremely low SNR cases.

According to our studies, extremely faint sound-induced
vibrations with low SNR have made eavesdropping on
headphones a new challenging task for COTS mmWave
radars, necessitating the design of more refined signal pro-
cessing approaches to capturing the speech patterns.

IV. SYSTEM OVERVIEW

We design and implement a mmWave-based headphone
eavesdropping system, mmEar. With the system, an attacker
could leverage a COTS mmWave radar to capture the faint
surface vibrations induced by the speech playing on the target
headphone and recover the corresponding speech information,
as the attack roadmap shown in Fig. 5. For constructing
mmEar, the architecture contains two modules:

A. Headphone Speech-vibration Capturing Module

This module aims to extract the faint speech-induced vi-
brations on the surface of the headphone and enhance the
corresponding speech patterns. After the basic mmWave signal
processing procedure, mmEar determines the relative distance
between the radar and the target headphone by range bin
selection. Then, a faint vibration emphasis (FVE) approach
is proposed to amplify the speech-induced vibrations aiming
at improving their intelligibility, followed by a deep denoising
network to enhance the corresponding speech patterns.

B. Headphone Eavesdropping Enhancement Module

To further improve the quality and intelligibility of the
extracted speech signal on various headphones, mmEar de-
signs a Conditional Generative Adversarial Network (cGAN)
model[22] with a pretrain-finetune scheme. Concretely, fol-
lowing the physical mechanism of sound-induced vibration on
headphones, a synthesis data generation method is proposed
to stimulate mmWave responses for various headphones and
setups, and form a large dataset for pretraining. Then a small
amount of real-world data is collected to finetune the model,
further improving the robustness of the attack.

V. HEADPHONE SPEECH-VIBRATION CAPTURING

A. Headphone Localization

To capture the speech-induced vibrations from the head-
phone surface, mmEar first localizes the target headphone,
which involves a range-FFT to separate the space into multiple
bins, each representing a different distance from the mmWave



Fig. 5: Overview of mmEar architecture.
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Fig. 6: Procedure of the FVE
approach.

Fig. 7: STOI heatmap on the
IQ plane.

Fig. 8: Illustration of the FVE-amplified sample and network-
enhanced sample.

radar. Therefore, the headphone localization problem becomes
a range bin selection problem. Note from Fig. 3 that for
the correct range bin, there are detectable low-frequency
(< 1000Hz) patterns of phase variations on the spectrogram,
which do not hold for other bins. Based on the observation,
mmEar calculates the variance of phase variations for 1s
within the frequency between 100Hz and 500Hz for each
range bin and selects the largest one as the target.

B. Faint Vibration Emphasis

After range bin selection, the phase variations of the
IF mmWave signal of the target range bin can be calcu-
lated to capture the vibrations. However, as discussed in
Section.III, the sound-induced vibrations on headphones are
too faint and with low SNR, making existing circle-fitting-
based approaches[20][21] fail on the IQ plane.

To capture the faint headphone vibrations with low SNR, we
propose a faint vibration emphasis (FVE) approach to amplify
the phase variations on the IQ plane to improve intelligibility.
As shown in Fig. 6, the procedure of FVE contains 4 steps:

• Step 1: Because of extremely small amplitude and low
SNR, the phase variation trajectory looks more like a
short thick line segment instead of an arc. Therefore, we
fit the line segment leveraging the least square fitting.

• Step 2: Although we could not conduct circle-fitting
because of the loss of arc shape for phase variation
trajectories, given the fitted line segment obtained from
Step 1, it could be observed that the center of the expected
circle should lie on the perpendicular bisector of the
line segment. So mmEar calculates the corresponding
perpendicular bisector in this step.

• Step 3: In the circle-fitting process, the final step is to
move the center of the fitted circle to the origin of the
IQ plane. In our case, we got a line across the center of
the circle from Step 2 instead. So we translate the line to
make it across the origin of the IQ plane and move the
phase variation trajectories accordingly.

• Step 4: Finally, to amplify the phase variations on the
IQ plane, mmEar further translate the phase variation
trajectories in Step 3 along with its perpendicular bisector
toward the origin of the IQ plane, until the angle ϕ in
Fig.6 reaches a pre-determined value Φ, which is set as
30° in mmEar. The impact of this value is evaluated in
Section. VII-G.

To show the effectiveness of FVE, we calculate the short-
term objective intelligibility (STOI)[23] when translating the
phase variation trajectories in Fig. 6 to different coordinates
on the IQ plane. The result is shown in Fig. 7. The higher
value denotes better intelligibility. It can be observed from
Fig. 6 and Fig. 7 that FVE does improve the intelligibility after
translating the phase variation trajectories on the IQ plane.
Fig. 8b further illustrates the spectrogram of the amplified
vibration signal after FVE, compared to the raw spectrogram
(Fig. 8a), the amplified spectrogram exhibits enhanced speech
patterns, especially in low-frequency areas.

Note that a fitted line is always accessible for the phase
variation trajectory. However, FVE could fail to improve the
intelligibility when the vibration of the headphone body is
too small to be captured by mmWave radar. Section VII-F
discusses the scenario when the vibration is not large enough
to be captured due to the small volume of headphones.



Fig. 9: The process of synthesis data generation in mmEar.

Fig. 10: Spectrograms of digital speech sample(a), synthesis
sample (b) and mmWave-captured real-world sample (c).

C. Speech Pattern Enhancement

It could be observed from Fig. 8 that FVE significantly
amplifies the speech patterns under 1000Hz, but the speech
patterns higher than 1000Hz are still buried in noise. To
address the problem, we apply a deep denoising network
model for speech pattern enhancement[24] to improve the
SNR in the high-frequency range where a feed-forward neural
network with many levels of non-linearities is adopted. The
corresponding result is shown in Fig. 8c. We could observe that
the speech-related pattern is enhanced in the high-frequency
component after applying the model.

VI. HEADPHONE EAVESDROPPING ENHANCEMENT

To further improve the intelligibility of the extracted speech
signal, as well as extend the attack scope to various head-
phones and setups, mmEar designs a cGAN model[22] with a
pretrain-finetune scheme to realize the headphone eavesdrop-
ping enhancement, which includes a synthesis data generation
method and a cGAN enhancing process.

A. Synthesis Training Data Generation

The goal is to create a large amount of data that has similar
signal patterns with real-world-collected mmWave samples
when sensing the headphone vibrations. Moreover, the gener-
ated data should cover the influences of different headphones
and setups. Toward this end, the process is presented in Fig. 9.
We model the physical process from a digital speech sample
to the mmWave responses by acoustic vibration response cal-
culation and mmWave noise distribution analysis, and design
the data generation procedure accordingly.

Acoustic-vibration Response Calculation. mmEar works by
capturing the speech-induced vibrations on the headphone
surface. Thus, to generate synthesis data, we first model the
responses from digital acoustic signals to headphone vibrations
in Fig. 9, It can be seen that digital speech signal is first
influenced by the frequency response of the headphone drivers,

generating physical acoustic signals. Then, the physical acous-
tic signals induce vibrations on the surface of smartphones,
which is modulated by the acoustic-vibration transformation
response of the headphone. Let fd represent the frequency
response function of a headphone driver, fh denotes the
acoustic-vibration transformation response of the headphone,
and the frequency response function from digital speech to
headphone vibrations could be modeled as α · fd · fh, where
α is the damping factor representing the signal attenuation.

Noise Distribution Analysis. From the speech-induced head-
phone vibrations, mmWave captures the vibration pattern for
further speech recovery. To generate samples close to real-
world mmWave data, we further analyze the distribution
of mmWave noises. Specifically, we utilize mmWave radar
to capture noises in the absence of any sound from the
headphones. Then, STFT is employed to obtain the time-
frequency spectrogram for mmWave noises. For each fre-
quency component over time, the most commonly-used signal
amplitude does not show any obvious pattern. And we further
analyze the real and imaginary parts separately). Through the
Kolmogorov-Smirnov test (K-S test)[25], [26], all p-values
for each frequency component are found to be greater than
0.05, indicating that the mmWave noise in each frequency
component, both real and imaginary parts, follows an
independent normal distribution, respectively.

Systhesis Data Generation. With the model of acoustic-
vibration responses and mmWave noises, the mmWave re-
sponses on speeches played on a headphone could be roughly
modeled as:

Smm = STFT (Sraw) · α · fd · fh + β · (δr + j · δi), (1)

where SFTF (·) denotes the STFT operation, Sraw denotes
the digital speech samples in HSC, α and β are factors
denoting the signal attenuation and noise level respectively. δr
and δi denote the mmWave noise in the real part and imaginary
part respectively, which follow Gaussian distribution for each
frequency f : δr ∼ N(µ1(f), σ

2
1(f)), δi ∼ N(µ2(f), σ

2
2(f)), µ

and σ denotes the mean and variance of a normal distribution,
respectively.

According to Eq. 1, we generate synthesis training data
using clean digital speech samples from the HSC. The dig-
ital samples are first transformed into a spectrogram with
STFT. Then, in the time-frequency domain, we multiply the
transformed spectrogram of digital speech samples with the
frequency response of headphone drivers fd and the acoustic-
vibration transformation response of the headphone fh. For



Fig. 11: Structure of cGAN model for speech enhancement.

fd, we have collected the frequency response information
of 47 different headphones from their documentation and
randomly select one of them for each generated sample. While
for fh, we determine the responses according to a previous
study[27]. After that, we further multiply the damping factor
randomly generated from (0, 1) to simulate the signal attenu-
ation. Afterward, the mmWave noises are added. To simulate
various SNRs from different setups, we multiply the noise by
a normally distributed random number β ranging between 0.1
and 10. Finally, for each frequency component of the current
sample, we add noise that follows a normal distribution with
different mean and variance for real and imaginary parts.

The synthesis data generated through the aforementioned
process is depicted in Fig. 10b. It can be observed that the
synthesis data exhibits a high degree of similarity to the
mmWave-captured real-world data (Fig. 10c). Through the
processes, mmEar could generate large-amount synthesis data
for pretraining the cGAN model to obtain robustness for
various headphones and setups.

B. cGAN Enhancing

The synthesis training data is then utilized to pre-train
the cGAN model[22], the architecture of which is shown in
Fig. 11. Such an adversary model could be used for detailed
information generation[28]. Particularly, this model includes
a conditional generator and a discriminator. The generator
takes the spectrogram generated from the headphone speech-
vibration capturing module as its input and outputs the refined
spectrogram. The discriminator takes two kinds of inputs,
i.e., a refined spectrogram output by the generator, and the
corresponding audio spectrogram, and outputs the discrimi-
nation results. With the cGAN structure, the generator and
discriminator are trained iteratively, targeting a well-trained
generator that could generate high-quality speech spectro-
grams for eavesdropping.

For the construction details, the generator consists of
four fully connected layers with LeakyReLU[29] and Batch
Normalization[30] in each layer, while the discriminator con-
sists of three fully connected layers with LeakyReLU and
Dropout Normalization[31] with an output rate of 0.4, and
it utilizes the sigmoid function[32] as its activation function.
The loss of the generator is Mean Square Error (MSE) and the
loss of the discriminator is binary cross entropy. The optimizer
we use is Adam[33].

Fig. 12: Experimental setups of mmEar.

The cGAN model is first pre-trained using synthesis data
as input. After that, we leverage the real-world mmWave-
captured signal to finetune the pre-trained model, further
improving the robustness of the model. Finally, we obtain a
well-functioned generator model that takes the output spec-
trogram of Headphone Speech-vibration Capturing Module as
input and obtains the recovered speech with high quality and
intelligibility for eavesdropping.

VII. EVALUATION

A. System Setup

The system setup is shown in Fig. 12. We utilize a
COTS mmWave radar, Texas Instruments AWR1642BOOST,
for transmitting and receiving mmWave signals. The de-
modulated chirp signals are sampled by the data acquisition
board DCA1000EVM and sent to a desktop (HP Pavilion14-
ce1004TX) for processing. The cGAN model is implemented
using TensorFlow and is trained offline on a desktop NUC with
Intel-1260P CPU and 16GB RAM memory. Subsequently, it
is deployed on the desktop for real-time speech enhancement.
The utilized headphones include HP GH10GS, HP H320GS,
Lenovo L7, Sony XM3, ATH-M30x, and earphones include
Airpods Pro3 and FreeBuds SE 2. Except for Section. VII-L,
the headphones are placed on a human head model as de-
picted in Fig. 12a. The results are average performance across
different headphones and earphones except for Section. VII-I.

B. Dataset and Data Collection

We conduct evaluations using the widely adopted Harvard
Speech Repository (HSC)[19] and Open Speech Repository
(OSR)[34] datasets. HSC consists 720 sentences spoken by
one person while OSR consists sentences from different speak-
ers. To demonstrate mmEar’s generalization capability, we
select the initial 640 sentences from HSC as training set and
sentences from OSR as testing set.

Pre-train Dataset. The pre-train data is generated using the
method presented in Section. VI-A. We select the initial 640
sentences in HSC dataset as the digital acoustic samples, and
generate 100 samples for each sentence with different gener-
ation parameters, forming a dataset with 64000 sentences.

Fine-tune Dataset. The fine-tune data are collected in real-
world scenarios. We play the given 640 speech samples from
the HSC dataset through the headphones while simultaneously
capturing the vibration signals using mmWave radar.

Testing Dataset. In various experimental settings, we col-
lect sentences from the OSR dataset to assess the system’s
performance.
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C. Metrics

Short-Time Objective Intelligibility (STOI): The
STOI[23] measures the level of intelligibility of the processed
speech by quantifying the similarity between the original
speech and processed speech. The STOI value is within [0,1],
where higher values indicate better speech intelligibility, an
STOI greater than 0.7 generally represents high intelligibility.

Perceptual Evaluation of Speech Quality (PESQ): The
PESQ[35] is a quantitative algorithm employed for objec-
tively evaluating the perceived quality of speech signals after
conducting transmission or processing. The PESQ is defined
in the range of [-0.5,4.5], with increasing values indicating
improvement in speech quality.

D. Different Attack Distances

We direct the mmWave radar toward the target headphone
and vary the distance between the radar and the headphone
from 20cm to 200cm. The result is shown in Fig. 13. With-
out enhancement, the STOI/PESQ scores of the speech are
0.50/1.08 at a proximity of 20cm, while the enhanced speech
achieves scores of 0.71/1.46. Within the range of 20cm to
100cm, showing significant improvements in recovered speech
quality and intelligibility.

E. Different Incident Angles of the mmWave Radar

Considering the practical attack scenario where the attacker
may not ensure precise alignment of the radar with the
headphone, we conduct a controlled experiment to investigate
the impact of radar misalignment. The distance between the
headphones and the radar is set as 50cm. We vary the radar
position to introduce an angle between the radar’s line-of-
sight and the headphone, ranging from 0° to 30°. The result
is presented in Fig. 14. We can observe a general trend that
the STOI and PESQ decrease with increasing angle of the
mmWave radar. Moreover, the STOI and PESQ remain stable
when the radar angle is within 10°, showing a moderate
tolerance on mmWave radar angles.

F. Different Incident Angles of Headphones

In a practical eavesdropping scenario, the attackers may
not always have the opportunity to transmit mmWave signals
perpendicular to the target headphone. Therefore, we also
investigate the impact of headphone misalignment. Placing the
headphones at a fixed distance of 50cm from the radar, we tilt
the headphone body by angles from 0° to 30° to explore their
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effects on the system’s attack performance. The experimental
results, shown in Fig. 15, indicate that when the angle is less
than 20°, mmEar could realize high-quality eavesdropping by
significantly improving both STOI and PESQ. This suggests
that mmEar can still eavesdrop on the speech content played
on the headphones even when the headphone body is mis-
aligned to a certain extent.

G. Impact of threshold Φ of samples

Section. V-B defines a key parameter Φ in our fiant vibration
emphasize (FVE) method, which directly influences the quality
of captured speech-induced vibrations. We investigated the im-
pact of Φ on the intelligibility of the raw captured vibrations.
Concretely, we vary the parameter Φ from 15° to 90° and
show the results in Fig. 16. From the figure, it can be observed
that when the Φ is set within the range from 30° to 45°, the
intelligibility is relatively higher than others, considering the
original parameter before FVE is small, the results validate
the effectiveness of FVE.

H. Different Volumes of Headphones

We investigated the influence of headphone volume levels
by manipulating the volume settings during playback. The
headphone volume set at 100%, 80%, 60%, 40%, and 20% of
the maximum volume. The result is presented in Fig. 17. It can
be observed that when the headphone volume exceeds 60%,
the STOI and PESQ for the enhanced audio reach 0.6/1.2. Con-
versely, when the headphone volume falls below 40%, there
is a sharp decline in system performance. This phenomenon
arises from the insufficient audio amplitude at lower volume
levels, preventing the headphone diaphragm from generating
a sufficiently large vibration, thereby impeding the radar’s
ability to capture meaningful vibrational information.

I. Different Headphones

We conduct experiments with five headphones (HP
GH10GS, HP H320GS, Lenovo L7, Sony XM3, ATH-M30x)
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and two earphones (Airpods Pro3 and FreeBuds SE 2), with a
distance of 50cm between the headphones/earphones and the
radar. The STOI of the different headphones after enhancement
is shown in Fig. 18. It indicates that the headphones exhibit
higher STOI and PESQ, all-surpassing 0.71/1.35, with Sony
XM3 and ATH-M30x over 0.77/1.46. In contrast, earphones
demonstrate a slightly lower STOI and PESQ but still exceed
0.64/1.18. This suggests that the system is feasible for both
headphones and earphones, but more feasible for headphones
that have larger reflection areas.

J. Module Performance

We investigated the impact of the mmEar modules on the
system’s performance. For each module, we computed metrics
for audio processed solely through each module (denoted as
Module 1 and Module 2), and through both modules for com-
parison. The results are depicted in Fig. 19. The experimental
findings demonstrate that the audio processed through both
Module 1 and Module 2 exhibit an STOI improvement of 0.08
compared to audio processed solely through Module 1 and a
0.06 improvement compared to audio processed solely through
Module 2. Additionally, the PESQ scores for audio processed
through both Module 1 and Module 2 are enhanced by 0.24
and 0.21 compared to those processed solely through Module
1 and solely through Module 2, respectively. This indicates
that each module of the system significantly influences the
final output.

K. Noise Influence

To investigate the impact of background noise on system
performance, we conducted experiments under different back-
ground white noise environments simulating 50 dB, 60 dB, and
70 dB noise levels, representing quiet office, meeting room,
and noisy street scenarios respectively. The distance between
the headphone and the radar was set to 50cm with a 0° angle.
The experimental results are presented in Fig. 20. From the
figure, it can be observed that background noise has minimal
effect on the system performance, as both STOI and PESQ
values fluctuate around 0.72/1.33.

L. Human Influence

We investigated the impact of various human actions on
system performance when wearing headphones. The radar was
positioned facing the headphones at a distance of 50cm from
the person. As shown in Fig. 12b and Fig. 12c, three different

actions of the person were explored, including sitting, stand-
ing, and pacing, where sitting and standing involved minimal
movement while pacing encompassed moderate movement.
The experimental results are illustrated in Fig. 21. From the
figure, it can be observed that when the person is sitting
and standing, the distance between the person and the radar
remains unchanged, and the system still achieves favorable
performance, with STOI and PESQ values approximately
at 0.66/1.28. However, when the person is pacing, the dis-
tance/angle with respect to the headphone and the radar
changes, causing a slight decrease in the system performance,
but still available to capture speech information.

M. Subjective Scores for Intelligibility.

We recruited 6 volunteers (3 males and 3 females, ages
20-41) to assess the intelligibility of 60 sentences randomly
selected from the collected audio under the aforementioned
environments, both in their original form (raw) and after
enhancement. The volunteers scored intelligibility on a scale
of 0 to 10, with higher scores indicating higher speech
intelligibility. The average scores given by the 6 volunteers are
presented in Fig. 22. In the “sit” and “stand” environments, the
raw scores are below 2, showing that most sentences recovered
from raw data can not be understood, while the enhanced
scores are around 7.2, indicating that a large part of recovered
sentences of mmEar could be understood by the volunteers.
For the “pace” environment, scores for raw vibrations and
mmEar recovered sentences drop to 0.57/6.5, showing that
mmEar turns the nearly incomprehensible vibrations into
intelligible speech for eavesdropping.

VIII. RELATED WORKS

With the surge of mobile computing and Internet-of-things,
eavesdropping technology has developed beyond traditional
hidden microphones to a broader range of sensors and signals.

A. Eavesdropping with Optical Signals

The laser microphone[2] is a well-known method to eaves-
drop with a laser beam, which captures the tiny vibra-
tions of objects induced by sound waves in the victim’s
room. Similarly, a high-speed camera could also capture
sound-induced vibrations and become a visual microphone
for eavesdropping[3], so as electro-optical sensors[4] and
lidars[5]. Although these optical-based eavesdropping could
be launched long distances, they require a static target and a
direct path with no occlusion, which limits their scopes.

B. Eavesdropping with Motion Sensors

With the capability to sense vibrations, motion sensors
on smartphones are exploited to capture the sound-induced
vibrations and perform eavesdropping[6], [7], [8], [9], [10].
Such attack could be achieved with single gyroscope[6] or
accelerometer[7], [8], [9], or a combination of multiple motion
sensors (accelerometers, gyroscope, and geophone) to real-
ize eavesdropping under limited sampling rates[10]. Besides
smartphones, the feasibility of motion sensor-based eavesdrop-
ping is proved on VR/AR devices[36], earphones[37], and
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general IoT devices[38]. However, the assumption of these
attacks is the existence of a physical connection between the
motion sensor and the sound source, making them not feasible
in contactless eavesdropping scenarios.

C. Eavesdropping with RF Signals

Radio frequency (RF) has been explored for contactless
eavesdropping in real-world scenarios. As the most widely-
deployed RF signal, Wi-Fi shows the feasibility of eavesdrop-
ping by leveraging CSI changes[11] and MIMO properties[12]
with respect to acoustics, and UWB could achieve better
performance with a larger bandwidth[13]. However, these
approaches suffer much from multi-path transmission and
are thus not robust enough in real-world scenarios. Most
recently, the mmWave signal has been exploited for eaves-
dropping. MILLIEAR[15][39] achieves eavesdropping by ex-
tracting phase changes from the reflected mmWave signals
targeting the loudspeakers. Along with the path, mmEcho[16]
and mmPhone[40] focus on eavesdropping from other objects
near the sound source, releasing the requirement of directly
targeting the user or the loudspeakers. Meanwhile, mmSpy[17]
and mmEve[18] exploit the feasibility of contactless smart-
phone calls eavesdropping by sensing the speech-induced
vibrations on the smartphone’s earpiece, showing practical
threats in real-world scenarios. However, for the phone call
scenarios, people are getting used to wearing headphones or
earbuds to prevent privacy leakage, and this work is targeting
the more challenging case of headphone eavesdropping with
mmWave signals.

D. Other Eavesdropping Approaches

There are other eavesdropping approaches exploiting
the side-channel leakage of sound. Motors[41] and hard
drives[42] are leveraged for side-channel eavesdropping at-
tacks. Also, magnetic side-channel signals leaked by a micro-
speaker[43][44] are also utilized for eavesdropping. Different
from these methods that require specially designed sensors
or scenarios, mmEar could launch eavesdropping attacks with
COTS mmWave sensors in various real-world scenarios.

IX. DISCUSSION

Defense: The fundamental principle of mmEar is to lever-
age mmWave signals to capture the faint speech-induced
vibrations on the headphone surface for eavesdropping. So
the defense could be hiding or interfering with the vibration
pattern. For the former, more acoustic and vibration-absorbing

materials could be added to the headphones to make the
vibration weaker than the physical sensing limit of mmWave
signals. For the latter, an active vibration signal can be gen-
erated by a headphone on its surfaces, which could interfere
with the pattern of speech-induced vibrations.

Automatic Speech Recognition: Because the target of
mmEar is to eavesdrop, The system evaluation is based on
scoring the intelligibility of speech using metrics such as STOI
and PESQ, as well as human-understanding assessments. We
notice that automatic speech recognition (ASR) has already
been widely used and intend to involve ASR for more exten-
sive validations in the future.

X. CONCLUSION

This paper reveals an eavesdropping attack on headphones
by capturing the faint speech-induced vibrations on headphone
surfaces, and proposes a practical headphone eavesdropping
system, mmEar, leveraging single COTS mmWave radar.
mmEar explores the feasibility of mmWave-based speech
recovery from extremely faint sound-induced vibrations with
a low SNR, and proposes a range of techniques to achieve
a robust attack with high generalization ability. Extensive ex-
periments validate the feasibility of the attack, demonstrating
the alarming threat of user privacy leakage from widely-used
headphones.
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